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ABSTRACT

Host-pathogen investigations have conceptuallyveadturing the last two decades, from
a basic and descriptive approach to a current hgsa-driven and a more theoretical
discipline shaped by evolutionary biology. Our dmemnderstanding of the elements
influencing the mutual selective pressures thahths and the pathogens exert on each other,
together with recent conceptual advances, currgolsition this field of research at the
frontier between ecology and evolution. Recent fboal considerations define host-
pathogens systems as an evo-eco mosaic comprisasloftionary and ecological attributes
in turn underlying the context-dependent nature tlié system dynamic. Therefore,
investigations of host-pathogen interactions shdotégrate the diversity of the systems
drivers by using an integrative approach in ordeelticidate both coevolutionary trajectory
and epidemiological dynamic of the system. In tiiesis, such a framework is used to
investigate Amphibian/ranavirus interactions. Ranees are emerging pathogens known to
have caused amphibian die-offs on five continenith the greatest number of reported
mortality events documented in North America androfa. Despite an increasing
understanding of ranaviral disease propertiesviemgdisease dynamics in the environment
remain poorly understood. For instance, the infbgerof potential abiotic and biotic
mechanisms including temperature, local landsca&agufes, larval developmental stages,
host density and genetic variability as well asagpic interactions between the host and the
pathogen has on the prevalence and virulence ofithe remains to be elucidated. In order to
improve our knowledge regarding these specificrdateants of ranaviral disease, | designed
a combination of manipulative laboratory experinseamd a field mensurative survey using
the ranid amphibiahithobates (Rana) pipiens as the host model for this system.

| observed that populations of amphibian hostsbrthry urbanized landscapes suffered
from significant decline in genetic diversity inrtupromoting the accrued infection by the
ranavirus (manuscript 1). Complementary analysi;igudwo amphibian host species,
L.pipiens and L.sylvaticus, and three ranavirus strains revealed significemtation among
hosts for their susceptibility to ranavirus, angh#icant variation among ranavirus strains for
infectivity. | also showed that specific amphibi@mavirus interactions might have a tighter
coevolutionary history than other combinationsul@sg in sharper mutual coadaptations and
the potential for frequency-dependent selectionoperate in this system. However, the
coevolutionary trajectories in this host-pathoggateam are dependent on the temperature
conditions in which the interaction takes place. phibian/ranavirus interactions outcomes



are therefore temperature, host, and pathogen ymadependent suggesting that the range of
infection outcomes in this system is potentiallsgia(manuscript 2). Further, | observed that
increasing animal holding density is detrimental fost fithess as mortality rate is higher,
day of death earlier, development longer, and gnawate significantly lower when tadpoles
are experimentally exposed to ranavirus in highdimgl density situations. These results
paralleled a linear increase of detrimental effegteen ranavirus doses increased in low
density conditions, with control tadpoles havingignificantly higher overall relative fitness.
However, this pattern was not observed in high ithereonditions, where the effects of
increasing ranavirus dose were limited, revealiog-trivial density-dependence of virulence
expression (manuscript 3). Finally, ranavirus itfatrate varied with the host developmental
stage as the host immune system clears the infecv@r the course of individual host
development. However the intensity of the cleadegends on both the timing and number of
ranavirus exposures (manuscript 4). Overall thelteslescribed in my thesis suggest that
ranavirus virulence depends on a diversity of egickd, epidemiological, and evolutionary
determinants. The underlying complexity of ranasirepidemiological dynamics clearly

shows the relevance of a context-dependent approach
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CHAPTER 1:
General Introduction

1. Context-dependent explanatory framework for hospathogen interactions: a
conceptual baseline

The integration of ecology and evolutionary bioldggs been approached several times
over the last few decades but remains an “elugméhssis” (Sterelny 2005). The advantages
of a union of the two sciences are, however, clear.community ecologists, incorporating
evolutionary mechanisms in their studies, eitherceptually or in mathematical models (Day
2005), simply may allows more variation in commungtructure and dynamics to be
explained. From the point of view of evolutionarplbgy, considering ecological context
provides more dimensions for understanding the amoés of interactions among species.
While evolutionary theory largely deals with thegutial consequences of fithess differences
among individuals and populations, the source ekéehfitness differences lies within the
ecological interactions of a community (Sober 188dd in Sterelny 2005). In Hutchinson’s
(1965) words the evolutionary play exists withineamological theater and without the context
of community ecology, the ideas of evolutionarylbgy lack a real-world test.

In this context, if there are such advantages ton@n of evolutionary biology and
community ecology, why has this synthesis provegrlgsive? One of the main reasons is that
evolutionary and ecological processes exist at agfgrent time scales (Holt 2005, but see
Carroll et al. 2007) and also at very different spatial scaldsatwSterelny (2005) calls the
“grain problem.” The differences between evolutigniology and ecology in terms of both
time and spatial scales are perhaps the most colynentified reasons for a lack of
synthesis between the two disciplines. Rapid eiarutay quickly change the frequency of
traits in a population but for the most part, sagmerge and are shaped over many
generations. In contrast, ecological processeseliargccur within the scale of a single
generation.

Nevertheless, while the fithess benefits of traitght be the end result of tuning over the
long-term,the main tool of evolution, natural sélat, is the integrated process of many
ecological events. In the lives of individuals #hare many competing constraints that may be
affected by different traits and the integratiorethis multidimensional matrix in the long
term is part of the process that may allow fithadsantages to accrue for particular traits.
Furthermore, species do not exist in isolated papais but in metapopulations that are

interconnected to varying degrees. Even for enwiremtal conditions that appear to be broad



scale, there is no guarantee that selective pessare the same across differ
metapopulations or even within the sub-habitathéarea of a single population. The resurt
of this graininess (Sterelny 2005) is that immigmatamong metapopulations may dilute the
effects of local selection by introducing alleléatt were either neutrally selected or perhaps
were selected in different ways.

The practical result of these differences in tinmel gpatial scales is a separation in the
focuses of evolutionary biologists and communitglegists. Evolutionary biologists tend to
study traits in isolation of as many ecologicakmactions as possible that might dilute the
fitness effects that are their focus. Communityl@gists, on the other hand, tend to think of
traits as fixed because, within the myriad of siiaéous ecological interactions in which
they work, evolutionary change in any trait is kaly to be manifest. The resulting
compartmentalization of the disciplines might evesult in questioning the actual importance
of bridging community ecology and evolutionary bigy as there is a lack of clear
demonstration under what circumstances it is ingmarfor biologists to take into account
both community interactions and evolutionary the@ghnson and Stinchcombe 2007).

| suggest that host-parasite interactions may peothis closer linkage and serve as an
ideal model for the synthesis of evolutionary bgylaand community ecology. Host-parasite
investigations (H-P hereafter) have conceptualiyivad during the last two decades, from a
basic and descriptive approach to the current Ingsié-driven and more theoretical
discipline shaped by evolutionary biology (Pouli®0Z). Our deeper understanding of the
mutual selective pressures that the host and thasipes exert on each other, together with
recent conceptual advances, currently position field of research at the frontier between
ecology and evolution. In particular hosts and rtipgirasites are different species thus are
independent units of natural selection, yet theed are strongly interwined. The parasite is
indirectly subject to the same myriad of day-to-éaglogical interactions that affect the host.
Thus, ecological realities for the host strongly @t short time scales affect the parasite. In
other words, the strength and specificities of fleéective pressures involved in a given
interaction may promote rapid evolution, within ti@eframe of ecology, thus allowing the
interplay between evolution and ecologically sig@nht processes to be more clearly seen
(Neuhauseret al. 2003) possibly circumventing Sterelny’s (2005) iigraroblem. Such a
convergence between evolution and ecology rendd?siiieractions very dynamic over time
and space, fluctuating along a continuum rangioghfmutualism to strict parasitism (Renaud
and de Meels 1991) depending on given ecologicalitons. For these reasons, HP systems

should be seen as evo-eco mosaic made of a hetexmge mix of ecological and



evolutionary determinants resulting in a contexpetedent coevolutionary dynamic (Fig. 1;
the complete argument for this conceptual framevi®gkrovided in manuscripts 5 and 6 (see
Appendix)). In this thesis, | use this generalshtext-dependent framework as a conceptual

guideline for the specific investigation of the aaimusLithobates pipiens interaction.

Individuals
Parasites, Hosts

’ (" Parasite Med. Comp}

Population & Communities| '
Hosts and parasite populations i

[A. Biological level ]—

Dilution effect
Ostfeld et al. 2008,

Minchella 1985, Agnew et al. 2000

Functional i .| Life history trade-offs
B. R —_— " .
mechanisms : Michalakis and Hochberg 1994,

¢, Environmental GXE, GXGXE Phenotypic plasticity Demographic
influence Mitchell et al. 2005, Michalakis et al. 1992 events

Wolinska and King 2010 Immigration, mortality...

/{ Local Environment )\

{D' Traditional } i' _ \ [ Evolutionary Ecology] 3 [ Ecology J
framework

Fig. 1. Schema of the context-dependent approach. Eatheothree biological levels (A) under which H-P
interactions can be investigated is characterizedpecific functional mechanisms determining thécome of

the interaction between the host and the para8ije The influence of such mechanisms can in turn be
modulated by external environmental features (Chhab the traditional framework under which invgations
regarding the different levels of organization amried (D) is now reconsidered as a conceptualeeweo

gradient (E).

2. The Amphibian model

a. Amphibian populations declines and extinction

According to the Millennium Ecosystem Assessmetite tgreatest threat facing
biodiversity is the combined effect of accelerdimate change and landscape modification
due to agricultural development, urbanization amédtry practices (MA 2005, Lee and Jetz
2008). Rapid population declines and extinctions species following the widespread

destruction of natural habitat have been reportigll espect to biodiversity across the natural



world (Brook et al. 2003) and up to 50% of species are predicted ttmgtein the next 50
years (Pimm and Raven 2000, Thomas 20R4)part of this overall biodiversity crisis, many
amphibian populations are in decline accross thddw@lausteinet al. 1994). The severity
and the large geographic scale of the amphibiatingem conjunction with their ecological
importance make the subject a conservation topieghf priority which has been suggested to
be one of the greatest issues of th& @&intury (Daszakt al. 1999).

The Global Amphibian Assessment (GAA) has shown tver 1856 (32%) of the 5743
amphibian species known worldwide are at risk ohg@xtinct, 2468 (43%) are experiencing
some form of population decrease and 1552 (25%)stiele. A reported 122 amphibian
species have become extinct since 1980 (Sauaft 2004). These observations underline the
extent of the problem, reinforcing the necessitydoction. In addition, these reports suggest
that many unknown causes are involved in additmmwell-known threats to biodiversity
(Houlaharet al. 2000, Poundest al. 2006, Fig 2).

Alford and Richards (Alford and Richards 1999) aip¢ed to review and summarize the
causes of amphibian declines. They recognized 6meauses plus their interactions. Among
them, ultraviolet radiation has been investigated a&ause that reduces survival or hatching
success of amphibian embryos (Ovaskal. 1997). In particular it seems that significant
variation among species in levels of photolyasghatoreactivating DNA repair enzyme that
repairs UV-B damage, is correlated with hatchingesss (Blausteiat al. 1994).

Second, introduction of invasive alien species hasn shown to impact amphibian
communities through ecological interactions. Faaraegle, predation by introduced predatory
fish in ponds can lead to amphibian extinctiontiErsand Shaffer 1996).

Third, habitat modification and fragmentation isliveeocumented and has been viewed as
the major threat to biodiversity and especiallyatophibian populations (Beckeral. 2007).
Fragmentation of habitats and the subsequent dewsrfterruption is recognized as a major
threat to amphibian populations. For instance, nragtation of habitats by a highway
drastically diminished genetic diversity and polyplasm of local Rana dalmatina
populations (Lesbarréres al. 2006). Furthermore, general urban building leadsitably to
population perturbations or even extinction when appropriately done. The dramatic
declines of Limon Harlequin frog populations in Bdor, is an example where unsuitable
improvement of a road, continues to weaken thisatened species (La Maretzal. 2005).

Fourth, the specific physiology and anatomy of Arb@ns also makes them susceptible

to water quality changes. Water pollution and agilave been shown to have major impacts



on amphibian distribution, reproduction, embryo dadval development and mortality
(Alford and Richards 1999).

Number of "rapidly declining” species
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Fig. 2. Percentage of Amphibian species per family thatfacing rapid declines. Causes for decline are als
detailed. Notice the significant amount of enigmatgclines (in red). (from Stuastal. 2004)

Fourth, the specific physiology and anatomy of Arb@ns also makes them susceptible
to water quality changes. Water pollution and agilave been shown to have major impacts
on amphibian distribution, reproduction, embryo dadval development and mortality
(Alford and Richards 1999).

Fifth, climate change (i.e. modification of temgera, precipitation and associated
changes in hydrology) has profound impacts on abighipopulations. Increased temperature
and decreases in summer precipitation may affephéians in Canada (Ovaskhal. 1997)
and increasing solar radiation may directly affatiphibian mortality and modify amphibian
ecology and life history (Donnelly 1998). Climateange acts as a leading process that
combines or influences all factors together andtipiids their own independent effects
(Plowrightet al. 2008, Brooket al. 2008).

Sixth, in recent decades some declines have bemaathrized as enigmatic (Fig. 2). We

know now that the common cause for these declipesais linked to Emerging Infectious



Diseases (EIDs), including chytridiomycosis, causdny the fungal pathogen
Batrachochytrium dendrobatidis and infection by ranavirus. Both have been siecegnized
as causing unprecedented mass die-off in amphgmpuolations.

b. Amphibian EIDs and the study system
I. Amphibian EIDs

Evidence has shown that Emerging Infectious Disedg&dDs); diseases which have
recently increased in range or incidence in a giaeya (Daszakt al. 1999, Daszak 2000);
particularly the Chytrid funguBatrachochytrium dendrobatidis (Bd) and theRanavirus (Rv),
are causing mass die-offs in amphibian populat{@ieenget al. 2011, Milleret al. 2011).
Bd, responsible for the chytridiomycosis, is suggedte have been distributed worldwide
either by human induced translocation of hosts (el pathogen hypothesis; (Lauramte
al. 1996, Weldonet al. 2004, Rachowiczt al. 2005) or through the expansion of its
infectious potential (the endemic pathogen hypashg€arey 1993). Chytridiomycosis is
considered as one of the biggest threats facedniphi®ian species as chytridiomycosis-
caused mass die-offs have been observed in alineo$ where amphibians are found
(Daszaket al. 1999, Fisheet al. 2012). The disease has been reported to occue $BR0 in
North America and has been implicated in populatenlines of the Northern Leopard frog
(Careyet al. 1999, Muthset al. 2003). An increasing number of studies are deakitl the
effect of this pathogen on the life history of @snphibian hosts, and many are also
considering human-induced modifications as promotdts spread (St Amoust al. 2008).
Although knowledge orBd is growing, little is known about its mode of tsamssion, its
epidemiology within amphibian communities, its pioyegy, its survival in the wild, or
factors that precipitate amphibian casualties (Bvatki et al. 2004). However the mechanism
by which it becomes a fatal infection has been ngeelucidated: the Chytrid induces a
severe electrolyte imbalance that cause the frbgat to stop (Voylest al. 2009). While
historically less investigated than Bd, a groupiradoviruses in the genuRanavirus is
currently becoming increasingly surveyed and stlidieit is believed to be responsible for an
increasing number of die-offs in amphibian popuolasi (Lesbarrerest al. 2011). The later is
the focus of my thesis.

Ranaviruses were first isolated frduthobates (formerly Rana) pipiens in the mid-1960s
(Granoff et al. 1965) Viruses in the familyridoviridae, which contains five genera, infect
invertebrates I¢idovirus and Chloriridovirus) and ectothermic vertebrate®Rafavirus,

Megal ocytivirusand Lymphocystivirus; (Chincharet al. 2009. Ranaviruses are large, double-



stranded DNAviruses (ca. 105 kbp, 150 nm diamet®¥illiams et al. 20095, with a
distinctive icosahedral shape that is frequentlibke in the cytoplasm of infected cells as
paracrystalline arrays in electron microscopic igg( seésrayet al. 2009 and Milleret al.
2011 for recent reviews).Despite recent methodological advances, precisentaric
identification of ranavirus based on morphologyserology is difficult and a consensus is
still needed (Chinchar 2002). While specialistseagon the presence of three distinctive
species of ranavirus (Frog virus 3 (FV3), Reginaarvarus (RRV, ATV), Santee-Cooper
ranavirus (SCRYV), it is worth noting that obseresat of ecological niches have to be
considered in order to resolve whether two isolatesuld be strains of the same species (for
example FV3), or actually different species, desghieir proximity at the molecular level. For
example, FV3 and RRV are 90% identical within paftseveral major genes, but they infect
different animal species, suggesting potentiavaai¢ ecological divergences.

Ranaviruses as emerging pathogens are known todaased amphibian die-offs on five
continents (Grat al. 2009, Milleret al. 2011). The greatest number of reported mortality
events has been in North America and Europe, feguih population declines in several
cases (Teachet al. 2010). Ranaviruses are known to infect at leasaphibian species in
14 families (Miller et al. 2011). The majority of cases have been in the [fafRanidae.
Susceptibility to ranavirus infection varies wideymong species (Schoait al. 2008,
Hovermanet al. 2010, Echaubaret al. manuscript 2). Of 19 North American species tested
wood frog Lithobates sylvaticus), gopher frog I(. capito) and Eastern spadefoot toads
(Scaphiopus holbrookii) were the most susceptible to ranavirus (Hoverrdgaal. 2010,
Haislip et al. 2011). Ranavirus-induced mortality is rare in &duhphibians whose immune
system is more developed than in larvae (Roleertal. 2005, Miller et al. 2011).
Susceptibility of larvae to ranavirus varies depegdon the developmental stage of the
larvae (Haislipet al. 2011, Echaubardt al. manuscript 4). The maturation of the immune
system together with the number and severity afsvexposures influence the severity of the
resulting disease (Echaubaatdal. manuscript 4).

In terms of transmission, ranavirus can transmitzoatally among individuals via indirect
and direct routes (Grast al. 2009). Transmission of ranaviruses has been dat@uesia
exposure to contaminated water (Brungeal. 2004, 2005, Pearmaat al. 2004), by direct
contact with infected individuals (Brunnet al. 2007), and by exposure to fomites such as
virus-contaminated sediment (Harp and Petranka )2086estion of infected tissue either
through necrophagy, coprophagy or cannibalism isther effective transmission route

(Jancovichet al. 1997). Exposure to infected individuals in water three hours without



contact can result in transmission (Rolaerl. 2011), and only brief direct contact is needed
to cause infection (Brunnest al. 2007). Typically, ingestion of the virus results faster
mortality than exposure via virus particles in thater (Hovermaret al. 2010). During an
outbreak, it is likely that ranavirus infects hogis multiple routes of horizontal transmission;
although vertical transmission of iridoviruses Ih@gn shown in invertebrates (Hunetral.
2001), it has not been demonstrated for ranavirusiesting vertebrates (Drennaat al.
2006). Attempts to test for vertical transmissiavé yielded mixed results (Brunnetral.
2004, Duffuset al. 2008).

ii. Lithobates (Rana) pipiens
The Northern Leopard frod,. pipiens, is distributed widely North-America (Fig. 3), but

declines in Western Canada and Ontario startedroeguduring the 1970s (Wilsost al.
2008).

Northern
Leopard Frog
Rana pipiens

Fig 3. The Northern Leopard Frogithobates pipiens is widely distributed in North America (shaded agke
Recently the species has suffered a decline iwéstern part of its range.

The decline is thought to have been caused by raigbpollution from the United States
falling in the form of acid rain. Many populatio$ Northern Leopard Frogs have not yet
recovered from these declines in Ontario, and testevn populations are COSEWIC-listed.
L. pipiensis common and widespread throughout southerrs drgiappears to have declined
in northern parts of the province (Wils@h al. 2008).The species is normally found in a
variety of habitats, from permanent ponds, swammparshes, and slow moving streams
throughout forested to open and urban areas. Bathachochytridium dendrobatidis and
ranavirus are known to infedt. pipiens (St Amouret al. 2008) and ranavirus was first
described in this specidsopwever little is known about their epidemiologyrthermore, the
ecology and behavior df. pipiens, especially its dispersion, its co-occurrence vather



species which act as reservoirs for pathogens $pecies that carry the pathogen but do not
suffer clinical signs of infection (Brunnet al. 2004, Duffuset al. 2008, Schoclt al. 2008)),

its sensitivity to human modification (i.e. espdlgimoad density (Eigenbroet al. 2008) and

its large geographic distribution, make this spe@egood model for the study of ranavirus

epidemiology.

lii. Ranavirus
Ranaviruses are members of the geRasavirus which belongs to the family Iridoviridae.
Iridoviridae are large viruses (120-200nm) possesscosahedral symmetry and linear,
double-stranded DNA genomes (Williama al. 2000). The viral genome encodes
approximately 100 proteins and, reminiscent of sdraeteriophage genomes, is circularly
permuted and terminally redundant. In contrasttteovirus families, both enveloped and
non-enveloped (naked) virions are infectious, altfo enveloped virions possess a higher
specific infectivity (Braunwaldet al. 1979). The family Iridoviridae is currently dividedto
five genera (Table 1). The five iridovirid genendoe partitioned into two groups based on
the hosts they infect and the level of genomic ylatton (Chinchar et al. 2005). Members of
the generdridovirus and Chloriridovirus infect invertebrates (i.e., insects, crustaceatts) e
and lack a highly methylated genome. In contrastemimers of the Ranavirus,
Lymphocystivirus, and Megalocytivirus genera infect cold-blooded vertebrates such as fish
amphibians, and reptiles and possess genomes thwapproximately 25% of the cytosine
residues are methylated by a virus encoded DNA yitedinsferase (Willis and Granoff
1980). However, there is at least one ranavirusgagiore grouper iridovirus (SGIV) lacking
the DNA methyltransferase gene and cannot methiggf@NA (Song et al. 2004).

The division of the family into genera was initialbased on biological properties of
the viruses (e.g., host range, GC content of tm@me, serology, virion morphology, particle
size, histopathology, and clinical signs of dis¢a&C content varies markedly and ranges
from 27%-29% (irido- and lymphocystiviruses) to 48%6% (chlorirido-, rana- and
megalocytiviruses) and does not correspond to reithe GC content of the host or the
methylation status of the virus. Not unexpectedlydon usage is influenced by the overall
GC content, but the basis for the marked differeimc&C content among different viral
genera is unknown (Schackelton et al. 2006; Eatoal.e2007; Tsai et al. 2007). Recent
analyses of the amino acid sequences of the majosia protein (MCP) and other viral
proteins confirmed these taxonomic divisions andicated that species within a genus

generally shared high levels of identity/similarity



Table 1 Taxonomy of the family Iridoviridae (Chinchetral. 2009)

Genus Viral species (strain*) Tentative species
Iridovirus Invertebrate iridescent virus 6 Anticarsia gemmatalis iridescent
(1v=6), 1IvV-1 virus (AGIV), IIV-2, -9, -186,

-21,-22,-23, -24, 29, -30, -31
Chloriridovirus Invertebrate iridescent virus 3 (11V-3)

Frog virus 3 (FV3), [tadpole edema
Ranavirus virus, TEV; tiger frog virus, TFV]

Ambystoma tigrinumvirus (ATV),
[Regina ranavirus, RRV]

Bohle iridovirus (BIV)

Epizootic haematopoietic necrosis
virus (EHNV)

European catfish virus (ECV),
[European sheatfish virus, ESV]

Santee-Cooper ranavirus, [Largemouth
bass virus, LMBV; doctor fish virus,
DFV; guppy virus 6, GV-6]

Singapore grouper iridovirus (SGIV);
Grouper iridovirus (GIV)
Rana catesbeiana virus-Z (RCV-2)

Megal ocytivirus Infectious spleen and kidney necrosis
virus (ISKNV) [Red sea bream
iridovirus, RSIV; African lampeye
iridovirus, ALIV; Orange spotted
grouper iridovirus, OSGIV; Rock
bream iridovirus, RBIV]

Lymphocystivirus Lymphocystis disease virus 1
(LCDV-1)
Unclassified White sturgeon iridovirus (WSIV) LCDY-CDV-C, LCDV-RF

Typically, members of the same viral genus showentban 70% similarity within the major
capsid protein (MCP) at the amino acid level, whergpecies from different genera show less
than 50% similarity (Do et al. 2005a, 2005b). Alilgh identification of iridovirid genera has
been relatively straightforward, identification wfdividual viral species has proven to be
more difficult because of high levels of sequerantity/similarity within the MCP and other
highly conserved proteins among members of the ggmas. For example, several ranavirus
species show greater than 90% amino acid identityirwthe highly conserved MCP. Thus,
differentiation of viral species is based on mudigriteria including viral protein profiles,
DNA restriction fragment length polymorphisms (RE)Phost species infected, clinical signs
(i.e., histopathology and gross pathology), andeBhces in nucleotide and amino acid
sequences (Mao et al. 1997; Chinchar and Mao 20Biichar et al. 2005).

Most of what is known about iridovirus replicatios based on studies of frog virus 3
(FV3), the type species of the gen®anavirus. Excellent reviews provide detailed

description of the infection mecanics (Chinchar@20Chinchard 2009) and therefore only a
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brief summary of the main steps of the ranavirymication cycle are given hereafter. There
are two routes by which the virus can enter thiulalcytoplasm of its host. The virions are
either enveloped by receptor mediated endocytosish@ cellular membrane, or naked
(lacking membrane structure) virion particles eterfusion between the lipid bilayer of the
cellular membrane. Once inside the cytoplasm thens shed their cellular membrane and
their DNA is transported into the nucleus of thesthcell. Replication of FV3 DNA occurs
within the host nucleus. Viral DNA then exits tgcleus and concatemers form while inside
the host cytoplasm. Viral mMRNA and protien synihe@dso occurs within the host cytoplasm
and capsids form around the new viral DNA at theeasbly site. The new virions will either
build up within the host cytoplasm or exit the gjasm via budding in order to spread to
other host cells (FIG 4).

@ Enveloped

O Naked virion

Uncoating at
plasma membrane

Paracrystaline
array

15t stage viral Immediate

DNA replication: Early (IE) and
Synthesis of Delayed Early
genome-sized (DE) mRNA
synthesis

Uncoating via
receptor mediated
endocytosis

Second stage viral
DNA synthesis;
concatamer
formation; DNA

methylation
\, Late viral

MRNA
synthesis

s 29
[elele)

Viral Structure  Viral protein
protein synthesis

O <L

Assembly
site

Concatameric
DNA

Virion budding

Fig. 4. Summary of the ranavirus replication cyeldapted from Chinchar 2002).

Although there is little specific information abotite host immune response to iridovirid
infection, both humoral and cell-mediated immutiitgly play roles in the prevention of, and
recovery from, virus infection. For exampl&enopus mount effective B cell and T cell

responses against FV3 infection (Morales and RoB6fi7; Maniero et al. 2006), and
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antibodies targeted to other ranaviruses can becidet in infected frogs (Zupanovic et al.
1998a). Moreover, vaccination is effective in pmaugg disease due to RSIV infection
(Caipang et al. 2006a, 2006b), and prior infectmfnbullfrog tadpoles with relatively

avirulent FV3 protects against subsequent challevitfevirulent RCV-Z (Majji et al. 2006).

At the molecular level, ISKNV infection has beemwin to induce in mandarin fish a variety
of putative antiviral proteins, including homologsa VHSV-induced protein, Gig2, viperin,
Mx, CC chemokines, the immunoglobulin heavy cham éHe et al. 2006). As the immune
systems of lower vertebrates become better undaetstbis likely that their role in protecting
fish, amphibians, and reptiles from iridovirid iof®ns will become clearer and utilized to

develop more effective vaccination strategies.

Iv. Relevance of a context-dependent approach for the study of amphibian ranavirus

Despite an increasing understanding of ranavisgale determinants, ranavirus dynamics
in the environment remain to be elucidated. Oureustanding of ranavirus ecology is
obscured by environmental contingencies that rasuttontext-dependant disease dynamics
(Lesbarrerest al. 2011, Daskin and Alford 2012). The interdependeatiure of disease
determinants renders the investigation of ranavimdsced mortality a challenge and the
influence of potential abiotic and biotic mechargssuch as temperature, larval development,
density and competition for resources on the pengd and virulence of the virus remain to
be explored (Lesbarreres al. 2011). Amphibian ranaviral disease appears toelsead to
ecological change and therefore can be mediatedighrcomplex and large scale processes
that are not amenable to traditional reductionigpraaches regarding causal inference
(Plowrightet al. 2008). Consequently, it is necessary to applynsegrative approach where
ecological, evolutionary and epidemiological corisegre used together for the understanding
of ranavirus/amphibian interactions (Daskin andoAdf 2012). The explanatory framework
developed at the beginning of the current chapienefore becomes a relevant conceptual tool
to use in order to elucidate ranaviral disease alyogand predict coevolutionary trajectories.
This framework proposes to bridge conceptual comparts and to bring together ideas from
different backgrounds (i.e. ecology, evolutionanpldgy and epidemiology) in order to

encompass the multidimensionality that charactermest-pathogen relationships.
3. Objectives and organization of the thesis

In line with the conceptual considerations desdrivethe above sections, | developed a

combination of multifactorial manipulative and meretive experiments in order to improve
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our understanding of ranavirus ecology and evaiutibhe diagram shown in figure 4
represents the current state of our understandiitg vegard to Amphibian/ranavirus
interactions and incorporates the specific reseatghctives of this thesis. Specifically, |

articulated my research around two main objectives:

1- To determine how host genetic variability in theldvcorrelates with ranavirus
occurrence and how host-ranavirus genotypic intenae are modulated by the

environment (e.g., temperature; Chapter 2).

2- To determine the relationships between amphibiast fite history and ranavirus
epidemiological parameters (Chapter 3).

This thesis consists of four chapters, of whicls ihiroduction (Chapter 1) and the final
conclusion (Chapter 4) provide the context for tgearch and highlight the main findings
and implications. In chapter 2, manuscript 1 inigages the tripartite interconnection between
habitat fragmentationL. pipiens genetic diversity and ranavirus occurrence based o
incidence of infection inL. pipiens. The hypothesis underlying this study is that the
fragmentation of habitats leads to a decrease metgevariability by genetic drift and gene
flow interruption which in turn might increase Noetrn leopard frog population susceptibility
to diseases.

Manuscript 2, examines how genotype by genotyperactions between hosts and their
pathogens (px Gp) are modulated by the temperature in which thedmdn develops. The
role of the environment in modulating host-pathogenotypic interactions is described then
as 3 x Gpx E interactions. For the purpose of this invesioyg | designed a fully factorial
laboratory experiment to investigate the outcomehef interaction between two common
North American frog specie&. (pipiens andL. sylvaticus) and three strains of the ranavirus in
a variable environment.

Chapter 3 of the thesis is composed of manuscBi@ted 4. In the research described in
manuscript 3, | investigated the influence of vagyhost density on ranavirus virulence. In a
factorial experiment, | exposéd pipiens tadpoles to different concentrations of ranavand
analyzed the effect of host holding density on aariife-history traits, namely survival,
growth rate, developmental stage and number of @l@ys virus exposure to death. This
experiment was designed to document how the neesit of organisms may be shaped by

ecological context and emphasized the necessigxamining the direct/indirect costs and
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benefits balance to fully understand host-pathag&ractions. In manuscript 4, | described
researchexamining the susceptibility df. pipiens embryos to infection byanavirusand

guantified the hatchling infection rate. | investigd the infection carry-over rate between
hatchlings and later stage tadpoles and assessedrtience of the virus in relation to the

time of infection and number of exposures.

Natural stressors

Manuscript 4 ||< Develop
Food limitation

Host density
Predators

Water temperature

Co-infection

Anthropogenic

Host susceptibility stressors

Innate and adaptive
immune systems

—

Pesticides
Fertilizers
Nitrogenous wastes
Heavy metals

Acidification
Genetic isolation Manuscript 1

Manuscript 3

Virulence

Fmmm——————>

Strain novelty
Exposure history
Co-evolution

Manuscript 2

Fig. 5. Conceptual model of ranavirus ecology and re$eargjectives. The diagram represents factors
influencing host susceptibility and pathogen vinge for which further investigations are neededaf@roper
understanding of amphibian/ranavirus interactiodslid and dotted lines are known and unknown edfect
respectively.The research objectives of this thesis along withrtcorresponding manuscripts are inserted and
linked by black arrows to the specific topics tleg investigating (adapted from Gretyal. 2009).

The main findings of the thesis are discussed iap@dT 4, which highlights the key factors
that modulate ranavirus virulence and describessiipaificance and the implications of the
research conducted. At the end of the thesis, thgpl8mental Material section includes
manuscripts 5 and 6 to complement the Introductind present in details the conceptual
foundations of this thesis. In manuscript 5, | achte the application of a context-dependant
approach for the investigation of host-pathogereradtions. Manuscript Gresents a
bibliometric analysis | conducted in order to doemn the fact that host-parasite
investigations as a field of research stands atfribigtier between ecology and evolution,

further advocating the proposed context-dependgmach | undertook in this thesis.
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Abstract

Amphibians are the vertebrate group facing the rsestre decline worldwide. Habitat
fragmentation and the occurrence of Emergent IitfestDiseases have been suggested to be
two of the main determinants associated with pdmradeclines. Considering both the
individual severity of each of these two threatsl dhe potential for synergistic effects
between them, the objective of the present study W@ investigate the tripartite
interconnection between habitat fragmentation, giem#versity and ranavirus occurrence in
Ontario populations dfithobates (Rana) pipiens.

We sampled.. pipiens populations in 18 Ontario locations for toe-clipemh which we
extracted DNA. We then typed each samples at s@@ymorphic microsatellite loci
(Rpil00, Rpil0l1, Rpil02, Rpi 103, Rpi 105, Rpi 10Rpi 108) and quantitified both
population genetic diversity and genetic structltach individals was also screened for
ranavirus presence by PCRdditionally, in order to quantify habitat qualityith regard to
frog biology, we built a landscape matrix incorgorg seven indexed habitat quality
variables and five fragmentation /connectivity mstiors for each location sampled. We used
GIS as a tool for merging geographic informationroad density, buildings and forest cover,
rail presence, types of aquatic habitats, amoumtatér edges and land use layers. Canonical
Correspondence Analyses and multiple regressioms wsed to quantify the relationships
between environmental variable, genetic diversity structure and ranavirus occurrence.

Our results indicate that leopard frog genetic divg is higher when the habitat is
characterized by a lower fragmentation degree at by a high density of forest, and an
overall high habitat quality, suggesting that fragation is not soly responsible for the
diminution of the genetic diversity but habitattability play a significant role if. pipiens
population genetics dynamic. Additionally we obselvthat significant environmental
variables retained as predictors, such as railwal rmeasures of landscape fragmentation
induced non-trivial patterns of allelic frequencidsinally, while we did not observed
significant direct relationship between ranavirgswrence and environmental variables, we
noted a higher prevalence of ranavirus in poputated Leopard Frog characterized with low
genetic diversity. Altogether our result suggest tihe extent of landscape fragmentation and
habitat deterioration, in addition to have direchgequences in terms of individual survival,
might also result in free-ranging populations hgimwer genetic diversity and higher risk of

extinction, particularly upon future exposure toeeging pathogens.
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Introduction

Decades of investigations have shown both emplyicahd theoretically that local
extinction and recolonization processes can hageifgiant consequences for the genetic
structure of populations. In the metapopulationterin(Levins 1969), defined here as a group
of local populations connected by dispersing irdlials (Hanski 1998), movements of
individuals are of primary importance as they allalelic migration (i.e gene flow) among
subpopulations. Gene flow is a fundamental evohary force that contributes to the
introduction of new alleles in a population, whichn counterbalance population genetic
differentiation by via selection, reducing inbreggli depression and countering allelic
diversity depletion due to genetic drift, espegiaii small fragmented populations (Williams
et al. 2003; Keller & Largiader 2003). Thus, landscapanaxtivity and the maintenance of
gene flow between subpopulations serve togethgramote high genetic diversity at the
metapopulation level.

The loss of genetic diversity has detrimental ¢ffem individual fitness components such
as survival, growth, fecundity and developmentab#ity (Britten 1996; David 1998; Reet
al. 2003; Lesbarrereat al. 2005), and may also have important implicationspimpulations
susceptible to emergent diseases (Altteal. 2003). Genetic variability has been shown to
reduce host susceptibility to pathogens in capfisie species (Hedriclet al. 2001) and to
increase pathogen resistance in ants and bumbe(Baer & Schmid-Hempel 1999; Hughes
& Boomsma 2004). Genetically diverse populations tbé topminnow fish are less
susceptible to pathogens (Livedyal. 1990), and evidence in California sea lion popoitet
that inbred animals have a higher susceptibilitg suite of pathogens (Acevedo-Whitehouse
et al. 2003). Habitat fragmentation and isolation canstlaffect host evolution, pathogen
prevalence and host disease susceptibility thrahghdepletion of host genetic diversity.
Similarly, host and parasite movement among halfiteyments could be crucial to both
parasite persistence, and the spread and maineemdriwost resistance allel¢dess 1996;
Thrall & Burdon 2003) These considerations emphasize the complexitynaferstanding
pathogen epidemiology and host susceptibility iturad populations, and suggest thatcareful
investigation of host genetic diversity and the gamodetermination of the environmental
factors that modulate such diversity, is requiedrderstand them.

Among vertebrates, amphibians are reported to bi@venost severe population declines
worldwide, with half of the roughly 6000 speciesdgbed having at least a threatened status

(Stuart 2004). Amphibian die-offs and extinctionre anainly due to habitat loss and the
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occurrence of Emergent Infectious Diseases (Al&iRichards 1999; Daszadt al. 1999). In
particular, local anuran presence and abundanckdesshown to be affected by forest cover
and road density, particularly high traffic roadalfriget al. 1995; Lesbarrérest al. 2006),

as many species require different habitat typegéots of their life cycle and good habitat
connectivity for their annual migrations (Wilbur 89. The necessity to move between
habitats to complete their their life cycle mealattamphibians are vulnerable to roads. In
addition, anuran populations are likely to exhibietapopulation dynamics (Marsh &
Trenham 2000; Popet al. 2000, but see Smith & Green 2005), suggestingoagtpotential
for gene flow reduction and genetic diversity déple when landscape connectivity
decreases ( Johanssairal. 2007, Dixoet al. 2009).

Additionally, amphibians are known to be particlyasensitive to ranaviruses, virulent
pathogen known to infect fish (Mabal. 1997), reptiles (Hyatt al. 2002) and a wide range
of amphibian species (Jancovieh al. 1997; Daszaket al. 1999; Dochertyet al. 2003).
Effects of ranaviruses on amphibians are widesprtdaa) cause disease and mortality at
various locations worldwide (Milleet al. 2011). The pathogen has been suggested to be
synergistically associated with other causes ofies (Plowrightet al. 2008). Among them,
habitat fragmentation leading to population genéliversity depletion is thought to be a
critical factor promoting ranavirus emergence (Rearet al. 2005). For example, Pearman et
al (2005) experimentally compared susceptibilityRaha latastei populations upon exposure
to an emerging strain of ranavirus using a rangeatifiral populations with various degrees of
genetic variability. The authors were able to desti@te the causal link between genetic
diversity depletion and mortality risk from the amrus, documenting indirectly the link
between habitat fragmentation, genetic diversigylel®on and pathogen occurrence.

The objective of the present study was to investighe relationship between habitat
fragmentation, genetic diversity and ranavirus o@mce. We hypothesized that the
fragmentation of habitats leads to a decrease métgevariability by genetic drift and gene
flow interruption which in turn increases Northdeopard frog population susceptibility to
diseases. Considering this hypothesis and whattisaly known about the biology of the
Northern leopard frog and the epidemiology of thmphibian ranavirus, we make the
following two predictions: (1) a positive relatidnip between degrees of habitat
fragmentation and the extent of genetic diversigpldtion and, (2) a positive relationship
between populations that harbor low genetic valitgl@nd pathogen occurrence.
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Material and methods

1. Study species

In Ontario, the Northern Leopard Frolgthobates (Rana) pipiens is probably the most
familiar species as it is distributed widely fromugh to north. Leopard Frogs are found in a
variety of habitats from permanent ponds, swamm@ashes and slow moving streams from
forest to open and urban areas. This species wasauite common through parts of western
Canada until declines started occurring duringli®é0s (Wilsoret al. 2008). In Ontariol..
pipiensis common and widespread throughout the southatrbpaappears to have declined
in northern Ontario, as it has in western Canadasymably due to habitat alteration (Wilson
et al. 2008). Additionally, Leopard Frogs are known toviagile, dispersing annually up to 5—
6 km (Seburn & Seburn 1998) which makes this sgeo#atively vulnerable to habitat
fragmentation by roads and high traffic densiti@art & Fahrig 2001; Eigenbraet al. 2008)
but also by conversion of favourable habitat tayr@sor cropland (Mazerolle al. 2005).

Ranaviruses belong to the familydoviridae, which is composed of viruses able to infect
diverse species of ectothermic animals such as impk, fish and reptiles (Chinchar 2002;
Hyatt et al. 2002; Grayet al. 2009). Within the anurans, frog virus 3 (FV3) viiast isolated
from Lithobates pipiens (Granoff et al. 1965), and is used to study the ecology and
mechanisms of the ranavirus group (Gantrgsal. 2003) in this taxon. Although studies
involving ranavirus have helped gather new infoiomgt much remains to be discovered
regarding ranavirus ecology, effects, transmissiod specific interactions with their host
(Gray et al. 2009). Previous studies have shown the influerfceost genetic diversity on
ranavirus prevalence (Pearman & Garner 2005) aitl, vgard to ranavirus transmission,
the ecology and behavior bf pipiens, especially its dispersion, its co-occurrence \oither
species which act as reservoirs for pathogeasspecies that carry the pathogen but do not
suffer the clinical signs of infection, Schoetkal. 2008), its sensitivity to human modification
(i.e. especially habitat fragmentation, Carr & R@001), its large geographic distribution,
and its tendency to move consistently between,shesnorthern leopard frog is a good model
for the study of ranavirus epidemiology and howdepiiology is related tb. pipiens genetic

structure in the wild.
2. Study area and sampling

We conducted the present study in rural areas ef Qttawa region and the Greater

Sudbury region distant of approximately 485kmsQimtario, Canada. This area contains the
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dispersal range of most amphibian species in Gn{&eburn & Seburn 1998) including the
Northern leopard frog. Sampling sites were locatétiin 100 kms of both regions and we
were able to find Leopard Frogs in 7 and 11 locetiwisited in these areas, respectively,
during the 2009 breeding season (Table 1). Sites aieleast 3 kms apart to avoid overlap in
landscape analysis (see below) and pseudoreplicitioribert 1984).

At each site, frogs were caught by hand with digptesgloves. This method is preferred to
the net-catching method because it has been seggtstt cross contamination could occur
via the net (Hyattt al. 2007). Gloves were changed between each animalreag=ach
individual was toe clipped (following the protoc#?009-03-04 approved by the Laurentian
University Animal Care Committee) for tissue samgdection.

Table 1 Northern leopard frog populations studied alonghwtheir geographic coordinates, number
ofindividuals sampled (N),and ranavirus infectiater

Pop. # Location abbreviation Lat Long N RVJ:\;teect(Lzr)l
1 Ottawa_A2, O_A2 45.3897 -76.3121 4 0 0
2 Ottawa_Bishop Mills, main road, O _BM 44,9025 686 50 10 20
3 Sudbury_Conservation S CA 46.4607 -80.9418 28 2 7
4 Bruce peninsula NP, Horse lake, S_HLP 452384 5B 25 5 20
5 Ottawa_K1, O_K1 45.3186 -76.1075 28 3 10.7
6 Ottawa_K3, O _K3 45.2502 -75.9631 30 2 6.6
7 Sudbury_Kill. Camprground S KC 46.0143 -81.39883 O 0
8 Sudbury_Killarney Light House S KLH 459679 -397 9 2 22.2
9 Ottawa_Limerick road, Bishop Mills, O LR 44.877375.6479 28 11 39.3
10 Sudbury_Moonlight beach S MB 46.4696 -80.9065 65 83.3
11 Sudbury_Manitoulin Island S MO 45,9018 -82.25871 21 100
12 Sudbury_Richelieux S R 46.532 -81.3344 29 13 844.
13 Ottawa_Stony swamp, beaver trall, O_SSs 45.2935.8231 24 12 50
14 Sudbury_Mississagi PP, SWC S_SWC 46.5771 -88.698 8 88.9
15 Thunder bay ThB 48.8387 -88.4943 9 6 66.6
16 Sudbury_Timberwolf S TW 46.5376 -80.9476 13 3 123
17 Sudbury_Capreol lake road S WA 46.7138 -80.8728 6 46.15
18 Sudbury_Xstrata S X 46.5939 -80.7988 18 11 61.1

3. Genetic markers and infection verification

a. Ranavirus infection verification

From individual toe clips, genomic DNA was extrattasing QIAmp DNeasy Kit
following the standard protocol (Qiagen). After raxtion, samples were sent to Pisces
Molecular (Boulder, Colorado, USA) for ranavirugesning. At Pisces Molecular a double
blind PCR was performed using a primer known tocessfully amplify ranavirus,
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specifically Frog Virus 3: MCRanavirus-F (5’-GACTTGGCCACTTATGAC-3’) and MGP
ranavirus-R (5’- GTCTCTGGAGAAGAAGAA), following th€CR conditions listed in Mao
et al. (Maoet al. 1997). This specific primer has been used in oshedies and is known to
amplify a portion of the major capsid protein withthe Frog Virus 3 genome. Along with a
qualitative screening, Pisces Molecular providedsami-quantitative assessment of the
infection intensity by looking at the PCR signahl@individuals that were found infected in
both screenings were considered infected.

b. Microsatellite genotyping

Each individual was genotyped at the seven polymorpnicrosatellite loci (Rpil00,
Rpil01, Rpil02, Rpi 103, Rpi 105, Rpi 106, Rpi 1@8kcribed by Hoffmaset al. (2003),
following the same amplification protocol but usioge IRDye-labeled M13 primer per
locus. Amplification products were pooled together accogdio annealing temperature,
forming a post-PCR triad (3.75 pL of PCR productrireach microsatellite amplification,
brought to a volume of 15 puL with PCR-grade watengbled by the use of forward primers
within each triad labeled with the distinct fluoteat dyes FAM, NED, VIC, and PET
(Applied Biosystems). Pooled products were senGé&mome Québec Innovation Centre at

McGill University in Montréal for genotyping analgs

4. Data analysis

a. Population genetics data

First, we used MRO-CHECKER 2.2.3 (Van Oosterhowdt al. 2004) to detect null alleles
and scoring errors. Following this, variability each microsatellite locus was tested for
deviation from Hardy—Weinberg equilibrium (HWE) ngian exact test based on a Markov
chain approach using ARLEQUIN v3.5.1.3 (Excoffatral. 2005). We also calculated the
mean number of alleles (Nmean), the allelic ricknesrrected for sample size (Ar), the
observed and expected heterozygosity (Ho and He)altelic range (Alr), and the number of
different alleles (Na) of each loci and each popoita We also used the Garza-Williamson
index of gene diversity (G-W, Garza and Williams2001, Excoffieret al. 2005) which
corresponds to the ratio of the number of alletess given loci in a population sample divided
by the allelic range. Low G-W statistic scores @aported for populations with low genetic
diversity and due to its characteristics, the Gtalistic has been used to test for population
bottlenecks; in the context of this study we ongeut as a measure of genetic diversity

(Excoffier et al. 2005). We also calculated the average gene diyasross loci (GD) using
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the molecular diversity option available in ARLEQUV3.5.1.3 (Excoffiert al. 2005). The
inbreeding coefficient (E) was also used as an estimator of genetic diyerBifferences
between populations regarding the above mentionedsores of genetic diversity per loci
was assessed using General Linear Models (GLM; MXNDOwith location as a fixed
independent variable and any given measuremergsradtic diversity as dependent variables.
When the assumptions of the GLM were not met, wapded Generalized Linear Models
(GLZ) using a log link function. To test the sigoénce of the model the GLZ function used
the Likelihood Type 1 test which is based on thgrgsotic normality property of maximum
likelihood estimates. The analyses were perforaosealg Statistica 8.1 (Statsoft 2007).

Population structure was assessed using a Bayelistering algorithm implemented in
the program STRUCTURE v2.3.3, with population idiegs used as prior information
(Pritchardet al. 2000; Hubiszet al. 2009). We used the admixture model with correlated
allele frequencies to account for any migrantsha tlataset (Francois & Durand 2010).
STRUCTURE was run for populations belonging to Wiele dataset as well as separately
for the SUDBURY group and the OTTAWA group. We d&& cluster (“k”) value
incrementally from 1 to 30 with five independentsuat each k value. A burn-in period of
100000 steps was followed by Markov Chain Montel@@ICMC) sampling for 500,000
steps. After determining the k value with the lotMeg-likelihood score (k = 9, k =5 and k=
5 for the complete data set, the SUDBURY populaian the OTTAWA populations
respectively), the 5 independent runs at k = 9né % were summarized using the program
CLUMPP (Jakobsson & Rosenberg 2007) with the Lafgetedy algorithm and 10,000
permutations. The STRUCTURE analysis was also rsimmgu both SUDBURY and
OTTAWA populations together, with three iteratiatseach k and an additional 10 iterations
atk=9.

In addition, population differentiation based oncrosatellite genetic variation was
measured using pairwise F-statisticsgfFand an analysis of molecular variance (AMOVA)
in ARLEQUIN. Fst was measured using two metrics of genetic vanatithhe allelic
frequencies and the corrected pairwise differeraset on the sum of squared differences in
the number of repeats (Schovilke al. 2011). Geographical partitioning of microsatellite
genetic variation was assessed using an AMOVA (Hbetoet al. 1992). Genetic variation
was partitioned hierarchically at four levels: wmthndividuals, among individuals within
populations, among populations within regions, antbng regions. Differentiation at these
hierarchical levels was assessed for statistiggifitance by permuting the data 1000 times

in ARLEQUIN. Calculations such agFand AMOVA are often sensitive to deviations from
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HWE resulting in less robust measures of populasivactures (Schovillet al. 2011) but
FSTAT software enables tests for genetic structure tbatat assume HWE within samples
(e.g. log-likelihood G; Goudetet al. 1996). These values were thus used to assess the
differentiation between each pair of localitiesldviations from HWE were to be found. For
the AMOVA, jackknifing was used to verify the wetgbf the disequilibrium (Moriret al.
2009).

b. Landscape genetics
i. The approach

Canonical Correspondence Analysis (CCA) is a mailate analysis developed to relate
community composition to known variation in the mamment based on an eigenvalue
ordination technique (ter Braak 1986). Contrastivith conventional ordination techniques,
CCA integrates a regression in the ordination moekallting in the ordination axes appearing
in order of variance explained by linear combinagiof independent variables (ter Braak
1988a). The multiple regression used in the orainatnodel thus constrains the ordination
scores (ter Braak 1988a). Additionally, as thest@siplemented in CCA are based on Monte-
Carlo permutations, there are no specific assumgtiegarding data distribution. Therefore,
CCA has been suggested to provide an efficienttwampirically relate variation of genetic
diversity and descriptive environmental variablésderset al. 1999). In the present analysis,
genetic diversity and genetic structure estimaamtsas dependent variables and were related

separately to a set of environmental independendblas.

Ii. Dependent variables: genetic diversity and genetic structure.

To fully take advantage of the CCA, genetic dataenstructured into 15 separate matrices
(Angerset al. 1999, Storferet al. 2007). Genetic structure among populations waaried
from the variation of the relative abundance of headlele at a given locus (allelic
frequencies) and a different matrix was construdtedeach of the seven loci (“alleles at a
given locus by population” matrix). In addition, rgeic diversity (9 matrices) was inferred
from the variation of the average number of allédean), the allelic richness corrected for
sample size (Ar), the observed and expected lmtgosity (Ho and He), the allelic range
(Alr), the Garza-Williamson index of gene divers{fg-W), the number of different alleles
(Na), the inbreeding coefficient i); and the average gene diversity (GD) per locumisT
genetic diversity within populations took the foraf a "level of variation of loci by

population” matrix. While both genetic diversity cargenetic structure estimators are
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calculated from allelic frequencies, they preséffeént information since two populations
may carry the same intrapopulational diversity lewéghout sharing any common allele.
Furthermore, the number and frequency of alleley wary substantially for the same
expected heterozygosity values in situations whmypulations are not at mutation-drift
equilibrium (Angers & Bernatchez 1997). The invgsation of genetic structure patterns in
relation to environmental characteristics providefditional information regarding how
physical barriers may prevent random movement lefesl that are otherwise expected to be

found equally distributed (due to the neutral natoirthe microsatellite markers).

lii. Independent variables: landscape metrics.

In order to quantify habitat quality with regard keopard Frog ecology, we built a
landscape matrix incorporating indexed landscapebias for each location sampled. We
used GIS as a tool for merging geographic inforamabtn railway, road, building and forest
densities, types of aquatic habitats, length ofewatiges, and land use layers. Using arcMap
we created a 2 kms buffer zone around each samiglagagion within which we inserted all
the chosen specific geographic layers (railwayadso buildings, etc.). The data contained in
the geographic information layers is made dischetmultiple rasterized polygons made of
vector data, themselves composed of discrete guatel that can be used to precisely
delineate the boundaries of each polygon. Consélguéme surface area of each polygon per
layer and per buffer zone can be calculated, im puoviding a precise measure of the surface
area for a given data type (e.g. roads, buildings.).&ithin each buffer zone. We used this
information for the calculation of the landscapeiatales. Geographic data layers were
obtained through the Ontario Ministry of Natural sRerces (OMNR) and Landscape
Information Ontario (LIO).

Two types of environmental variables were deterchinsing the available information.
The first type corresponds to specific measurelmmdscape fragmentation as developed by
Jaeger (2000). In this category, five variablesendetermined: 1. The degree of coherence
(C), defined as the probability that two animalageld in different areas somewhere in the
region of investigation might encounter each otRefThe degree of landscape division (D),
defined as the probability that two randomly-chopéaces in a given sampled location are
not situated in the same undissected area, 3. dlheng index (S), defined as the number of
patches resulting from the division of the totadiom into parts of equal size leading to the
same degree of landscape division, 4. The effectigsh size (gx) which denotes the size of

the areas when the region under investigationvigleld into S areas with the same degree of
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landscape division (D). 5. The effective mesh dgnEss) gives the effective number of
meshes per kmin other words the density of the meshes. Thectffe mesh density value
rises when fragmentation increases (Jaeger 2000).

The second type of environmental variables reptes@mplementary measures of
environment quality for each sampled location agyested by Jaeger (2000). We determined
7 variables that likely affect Leopard Frog movetsesuch as railways, roads, buildings and
forest densities, type of aquatic habitat, wategeetbngth and land use type. In order to
calculate specific values of each variable for ebdation, we multiplied the total area
represented by the feature of interest within dadifer (e.g. rail, road), by a specific ordinal
factor determined in relation to the particulartfeas’ capacity to reduce or enhance Leopard
Frog movement and ability to sustain its biologiaativity. For example, the Road variable
scores were calculated by multiplying the roadsigte by the road respective number of
lanes, and added 1 if the road was paved in oaexctount for higher traffic rate. This
calculation was performed for each road in eaclatlon and then summed as the overall
Road index for a given location. The detail ofth# procedures and raw data tables are given
in Appendix 1.

Iv. Statistics

The statistical approach used was similar to Angeas. (1999). In order to determine the
variation of dependent variables (genetic data)ateel to independent variables
(environmental data), each of the matrices encodiomgpopulation genetic diversity and
genetic structure was related to the environmeutalables separately by CCA, using
CANOCO (ter Braak 1988b; program available from L. F. ter Braak, Agricultural
Mathematics Group, TNO Institute for Applied ComgutScience, Wageningen, The
Netherlands). For environmental variables, the aldeis that contributed most to the
explanation of the variation were selected usingravard selection procedure available in
CANOCO, with a cut-off point oP = 0.10, based on 1000 Monte Carlo permutationstésee
Braak 1988b). The contribution of each set of \Jdda was estimated independently using
the sum of canonical eigenvalues and the statistigaificance was assessed by Monte Carlo
permutation tests of the sum of all eigenvaluesgu$000 permutations (ter Braak 1990). To
correct for multiple uses of the same set of oletemas (environmental variables) we applied
the sequential Bonferroni correction (Rice 1988ytatg ata’k wherea= 0.05,k = 7, with the

number of different genetic matrices simultaneots$fed against the environmental matrix.
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The influence of both the environmental and gendiiersity variables on ranavirus
prevalence was assessed using multiple regressiotsr the GeneraliZed linear model
approach (GLZ). To test the significance of modeiction, we used the Type 1 likelihod

ratio test.

Results

1. Genetic variability in Sudbury and Ottawa localties

Overall, 376 individuals were genotyped with 98.28&cess, ranging from 90% (Rpil105)
to 100% (Rpil00, Rpil01 and Rpil06) success bydo&everal populations exhibited
statistically significant deviations from HWE evetfter Brookfield null allele frequency
estimation and subsequent genotype adjustment. Howthere is no clear trend of deviation
from HWE at specific loci across all populationsdatmere is no clear predominance of
deviations in specific populations, which suggélséd HWE deviations are not a result of null
alleles or admixture. For measures of populatidfedintiation (STRUCTURE, FST, and
AMOVA) that might be sensitive to deviations fromWHE, we computed Bonferroni
adjustments of 95% confidence interval. The resuéiee qualitatively similar to those of the
initial analyses, so all individuals were usedubsequent computations.

The seven loci were 100% polymorphic, the mearfietallelic richness in the localities
over all loci being 1.801 = 0.013, ranging from&8.6 HLP and O K1) to 1.71 (O_LR,
S _SWC and ThB; Table 2). No significant differenaesneasures of genetic diversity were
found between the Sudbury and the Ottawa regioemxwith regards to the total rarefied
allelic richness (averaged per loci) that was sicgmtly higher in the Ottawa region (8.68 vs
10.42 for Sudbury and Ottawa respectively; GLZ X 3.56, p=0.05). Within region
comparison of the rarefied allelic richness resulia significant differences between
localities both within the Sudbury area (GLZ? X 32.23, p < 0.001) and the Ottawa area
(GLZ, X? = 58.18, p < 0.001). Differences in the observed expected heterozygosity, as
measured in the fixation index, showed that mogtufaiions did not have a deficit of
heterozygotes. However, two populations from thdaWd region (O_K1 and O_K3)
presented a small but significant deficit in hetggotes (0.097 and 0.053 for O_K1 and
O_KS respectively; Table 2).

34



2. Population genetic structure

The analysis of microsatellite variation of theienset of populations revealed a distinct
plateau for nine clusters (Fig. 1a). Additional§TRUCTURE analysis within the Sudbury
region and the Ottawa region revealed 5 clusteig. (Eb and 1c), despite noticeable
heterogeneity in LnP(D) estimates. Population diffitiation based on pairwise genetic
distances (&) revealed a significant population differentiationall population comparisons
except for a set of contrasts (including some imgional contrasts; O_A2 vs. S_CA, O_A2
vs.S TW, 0 LRvs.S MB,O LRvs.S MO, O SSvdl\8, 0O SSvs. S MB and O_BM
vs. S_CA; Table 3).
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Fig. 1. Maximal number of clusters among populations ofthem leopard frogs. The log probability of theadat
[Ln P(D)] is plotted as a function of the numbefsctusters (K) in a) the entire set of populatiob$,the
SUDBURY populations and c) the OTTAWA populatiolata probabilities were calculated ByRUCTUREV.
2.3.1 (Pritcharat al. 2000; Hubiszt al. 2009).

35



Table 2. Genetic variability at 7 microsatellite loci in p®pulations of Northern leopard frogs in Ontario.

Pop. # Area Nmean Ar Ho He Alr GW Na Fixation index GD
1 0_A2
Mean 5.29 1,86 0.82 0.86 50.29 0.11 0.90 -0.121 0.851
Se 0.52 0.05 0.05 0.05 8.45 0.01 0.56 - 0.05
2 O_BM
Mean 16.29 1,85 0.81 0.85 96.29 0.18 0.82 0.00185 0.849
Se 1.58 0.04 0.05 0.04 16.06 0.02 0.46 - 0.04
3 S CA
Mean 11.57 1,86 0.82 0.86 90.86 0.15 0.83 -0.00749 0.857
Se 1.48 0.02 0.06 0.02 17.40 0.02 0.46 - 0.02
4 S_HLP
Mean 12.71 1,88 0.82 0.88 84.86 0.18 0.87 0.04507 0.886
Se 1.61 0.02 0.04 0.02 27.61 0.02 0.48 - 0.02
5 0_K1
Mean 14.43 1,88 0.82 0.88 108.71 0.18 0.88 0.09685* 0.884
Se 1.59 0.02 0.04 0.02 41.01 0.02 0.48 - 0.02
6 0_K3
Mean 14.14 1,86 0.82 0.86 87.14 0.19 0.84 0.05316* 0.857
Se 1.42 0.02 0.03 0.02 22.66 0.02 0.46 - 0.02
7 S_KC
Mean 7.57 1,75 0.82 0.75 64.29 0.15 0.76 -0.11775 0.748
Se 0.84 0.07 0.03 0.07 15.67 0.03 0.43 - 0.07
8 S_KLH
Mean 7.57 1,80 0.82 0.80 65.14 0.15 0.80 -0.09747 0.801
Se 1.17 0.06 0.07 0.06 22.94 0.03 0.45 - 0.07
9 O_LR
Mean 9.43 1,71 0.83 0.71 75.14 0.18 0.66 -0.21990 0.706
Se 1.78 0.09 0.10 0.09 19.01 0.04 0.38 - 0.09
10 S_MB
Mean 6.14 1,83 0.84 0.83 48.57 0.15 0.84 -0.18367 0.823
Se 0.63 0.03 0.07 0.03 9.21 0.02 0.49 - 0.03
11 s_Mo
Mean 8.43 1,74 0.83 0.74 55.43 0.21 0.70 -0.11503 0.745
Se 1.11 0.08 0.09 0.08 19.18 0.03 0.40 - 0.08
12 SR
Mean 12.00 1,81 0.85 0.81 72.57 0.18 0.80 -0.06675 0.811
Se 211 0.06 0.02 0.06 18.82 0.02 0.44 - 0.06
13 0_ss
Mean 10.57 1,77 0.85 0.77 68.57 0.19 0.69 -0.38693 0.769
Se 2.77 0.07 0.07 0.07 21.88 0.04 0.40 - 0.07
14 S _swc
Mean 4.43 1,71 0.85 0.71 50.57 0.17 0.71 -0.48018 0.698
Se 0.84 0.06 0.07 0.06 19.37 0.05 0.40 - 0.06
15 ThB
Mean 4.86 1,71 0.85 0.71 54.57 0.14 0.68 -0.3565 0.700
Se 0.77 0.05 0.08 0.05 14.60 0.05 0.40 - 0.05
16 S TW
Mean 7.29 1,75 0.85 0.75 61.14 0.16 0.73 -0.37207 0.754
Se 1.63 0.07 0.08 0.07 18.31 0.04 0.42 - 0.07
17 S_WA
Mean 9.71 1,83 0.86 0.83 86.86 0.13 0.82 -0.18098 0.828
Se 1.36 0.04 0.03 0.04 24.65 0.02 0.46 - 0.04
18 S X
Mean 8.14 1,77 0.81 0.77 68.57 0.16 0.71 -0.27915 0.765
Se 1.74 0.07 0.07 0.07 20.07 0.04 0.41 - 0.07

Nmean = average number of alleles; Ar = allelicimiess corrected for sample size; # observed heterozygosity;. =
expected heterozygosity; Alr = allelic range; GWGarza-Williamson statistic; Na = number of differetieles; Fixation

index = inbreeding coefficient based on permutagicotedure; GD = averaged Gene Diversity.

Within the Ottawa region, all contrast were sigrafit except between O_A2 vs. O_BM

and O_A2 vs. O_SS. Similarly, in the Sudbury aleaamtrasts were significant except for 4

combinations of populations, 3 out of 4 involvingMBO (S_MO vs. S_HLP, S_MO vs.

S MB,S MOvs.S Rand S TWvs. S_WA; Table 3).
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Table 3. Pairwise genetic distancess{f-for Lithobates pipiens populations of the Sudbury and Ottawa region

o_A2 0_BM S_CA S_HIP  O_K1 0_K3 s_KC S_KLH O_LR S_MB  S_MO S_R 0SS  S_SWC The STW  S_WA SX
0o_A2 0033 0003 0.081 0.096 0.099 0.054 0.049 0.059 0.049 0.030 0.098 0.020 0.121 0.084 0.001 0.059 0.125
0_BM 0.122 0.024 0.070 0.103 0.110 0.063 0.055 0.057 0.051 0.050 0.093 0.044 0.141 0.112 0.045 0.088 0.151
S_CA 0.028 0.096 0.102 0.116 0.105 0.068 0.063 0.085 0.076 0.053 0.117 0.067 0.157 0.129 0.062 0.106 0.165
S_HLP 0.255 0.275 0.417 0.095 0.171 0.144 0.125 0.015 0.015 0.020 0.032 0.042 0.146 0.105 0.082 0.094 0.152
0_K1 0.324 0.427 0.491 0.340 0.175 0.134 0.116 0.101 0.075 0.074 0.124 0.033 0.041 0.017 0.027 0.008 0.060
0_K3 0.445 0.480 0.479 0.719 0.752 0.105 0.095 0.147 0.127 0.114 0.154 0.141 0.197 0.174 0.125 0.181 0.172
S_KC 0.252 0.267 0.301 0.618 0.579 0.479 0.042 0.095 0.074 0.060 0.117 0.080 0.140 0.130 0.071 0.121 0.159
S_KLH 0.223 0.228 0.275 0.517 0.488 0.426 0.181 0.090 0.060 0.057 0.101 0.079 0.118 0.108 0.062 0.102 0.132
O_LR 0.225 0.235 0.375 0.046 0.380 0.667 0.427 0.396 0.002  0.012 0.020 0.022 0.146 0.099 0.064 0.088 0.147
s_MB 0.199 0.208 0.338 0.040 0.268 0.579 0.330 0.263  -0.008 0.004 0.016 0.014 0.099 0.063 0.042 0.060 0.120
S_Mo 0.131 0.193 0.231 0.038 0.249 0.517 0.264 0.249 0.034 0.013 0.007 0.023 0.104 0.079 0.043 0.074 0.119
S_R 0.350 0.386 0.507 0.109 0.470 0.664 0.509 0.423 0.069 0.050 0.002 0.058 0.132 0.120 0.097 0.116 0.155
0_ss 0.077 0.179 0.286 0.157 0.124 0.640 0.349 0.342 0.089 0.053 0.082 0.228 0.062 0.030 0.005 0.014 0.092
S_SWC 0.451 0.634 0.747 0.547 0.139 0.925 0.659 0.533 0.600 0.392 0.405 0.510 0.256 0.024 0.039 0.025 0.099
ThB 0.307 0.484 0.588 0.385 0.055 0.797 0.595 0.479 0.392 0.240 0.298 0.466 0.120 0.084 0.018 0.007 0.072
s_TW 0.006 0.184 0.271 0.299 0.091 0.564 0.315 0.269 0.259 0.168 0.172 0.379 0.020 0.153 0.067 0.001  0.066
S_WA 0.208 0.369 0.468 0.345 0.026 0.833 0.541 0.442 0.347 0.229 0.279 0.455 0.054 0.092 0.027  -0.003 0.065
sX 0.468 0.685 0.794 0.576 0.207 0.788 0.764 0.608 0.607 0.484 0.474 0.618 0.389 0.356 0.264 0.263 0.246

# FST calculated based on the allelic frequenciesv@igiagonal) and the corrected average pairwiereince (below diagonal), (PiXY-
(PiX+PiY)/2) where (PiXY) is the average numbermairwise difference between populations and (P8¢he average number of pairwise
difference within populations. Bold type indicagatistical significance corrected for multiplettes

In addition, the hierarchical AMOVA of populatiorikom the Sudbury and the Ottawa
region showed evidence of significant genetic stmecamong populations within each region
(6.3% of the total variation). Within-individual nation was also significant, accounting for
90% of the total variation while only 2.05% of tlkariation was attributed to the regional
groupings (Sudbury vs Ottawa) suggesting that #gretic structure is mostly influenced at an
intra-regional scale in this area (Table 4).

Table 4. Hierarchical AMOVA based on regional (Sudbury abttawa) groupings; fixation indices that are
significant with p < 0.001 are marked with an *.

Source of variation df Sum of squares Variance components % of variatio 'T;ﬁggg
Among groups 1 55.032 0.063 2.052 0.021*
Among pop. Within groups 16 156.928 0.195 6.314 .060*
Among ind. Within pop. 356 968.095 0.0255 0.823 .00@"s
Within ind. 376 1017 2.81 90.81 0.092*
Total 751 2197.056 3.09429 100

37



3. Influence of Landscape structure on genetic divsity, genetic structure and ranavirus
prevalence

a. Influence of landscape characteristics on pon@enetic diversity

The CCA analyses of genetic diversity indicatedgaificant effect of both fragmentation
and habitat quality variables (Table 5). The fomvaelection procedure retained seven out of
12 environmental variables as being significantdjmters of genetic diversity, explaining
25.3 — 48.5% of the total variation (0.006 < p €3).Table 5). Railway density was selected
in three separate instances (i.e., as significaflaining three separate genetic variables),
while forest and road densities angxraignificantly explained two separate genetic Jadaa
(Table 5). Building density, S andiSeach significantly explained one genetic variable.
Environmental influence, as estimated by the sesadected variables, was similar across the
four estimators of genetic diversity as a geneearelase of habitat quality and/or an increase
of habitat fragmentation resulted in a significdatrease of genetic diversity as measured by
the Garza-Williamson index of genetic diversity (G = 0.006, 48.9% of the variance
explained), the allelic range (Alr; p = 0.039, 2?24% of variance explained), the observed
heterozygotsity (Ho; p = 0.01, 25.3% of the varaegplained) and inbreeding{f = 0.01,
40.6% of the variance explained; Table 5, Fig.N2jre specifically, components of genetic
diversity, as measured by the Garza-Williamsonxnaeere discriminated both on the first
and second axes of the CCA. On axis 1, variatiog mainly captured by railway and road
densities while variation explained by axis 2 waanty the result of forest density andgm
Components of the genetic diversity for GW exhitbiteegative relationships with railway and
road densities and positive relationships witlz and forest density (Fig 2a). Both Alr and Ho
showed negative relationships with railway, road anilding densities as observed in CCA
ordination triplots (Fig. 2c and 2d, respectivel@pbmponents of genetic diversity for Alr and
Ho appeared to be mainly discriminated along the fixis of the CCA where railway and
road densities (Alr) and building and railway déiesi (Ho) explained most of the variation.
Values for Alr and Ho exhibited a negative relasbip with the environmental variables
selected (Fig 2c and 2d). Finally, measures ofdeting were discriminated both on the first
and second axes of the CCA. On axis 1, variatiosn mvainly captured by forest density while
fragmentation variables such aggS and &. explained most of the variation on axis 2. In
fact, we observed highsfvalues (high inbreeding) when forest density apgwere low, and
when S and gwere high (Fig. 2b).
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Fig. 2. Canonical correspondence ordination triplot of gapons (grey circles for Sudbury populations, klac
squares for Ottawa populations; numbering as inlerdp, loci (open triangles), and selected envirental
variables (arrows) for the number of alleles pguation for a. the Garza-Williamson index, R, E. the allelic
range, and d. Ho. The length of the arrows, dramemfthe centroid of population dispersion, représehe
strength of the correlation between populationatarn and the ordination axes (ter Braak 1995).i lappear
tightly clustered at the center of the diagramerging the low levels of variation at individualci.

b. Influence of landscape characteristics on pdjmriaenetic structure

The CCA revealed a significant influence of langscacharacteristics on the genetic
structure of Leopard Frog populations. The forwsetbction procedure retained 10 out of 12
environmental variables as being significant priedgcof genetic diversity, explaining 32.9 —
76.9% of the total variation (0.01 < p < 0.04; T@ab). Railway density explained variation in
allelic frequencies in three separate instan@gsst density and length of water edges in two
instances, and S,«% D, my, C, type of aquatic habitat, and building densplained

variation in one instance.
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Fig. 3. Canonical correspondence ordination triplot of ydapons (grey circles for Sudbury populations,ckla
squares for Ottawa populations; numbering as inlera, loci (open triangles), and selected envirental

variables (arrows) for the number of alleles pepydation for a. Rpi-100, b. Rpi-102, c. Rpi-103,R}bi-108.

The length of the arrows, drawn from the centrofdpopulation dispersion, represents the strengtlthef
correlation between population variation and thdir@ation axes (ter Braak 1995). Loci appear tigltlystered

at the center of the diagram, reflecting the lovels of variation at individual loci

Environmental influence on variation in allelic drgencies was significant for Rpil00 (p =
0.014, 76.9% of the variance explained), Rpil02=(p0.037, 70.2% of the variance
explained), Rpil03 (p = 0.035, 63.7% of the var@explained) and Rpil08 (p = 0.04, 32.9%
of the variance explained; Table 5). For theser flmei, the allelic frequencies were
influenced by human-induced disturbance such &sayiand building densities as well as by
natural features such as forest density, water éelggth and the type of aquatic habtitat
(Table 5). Interestingly however, it appeared thareater proportion of alleles, across all 4
loci, were distributed in locations characterisgchigher forest density, more suitable aquatic

habitats and longer water edge and/or by lower,rcaitivay and building densities (Fig.3).
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Furthermore, the fragmentation variables (&, B, ms and C) were only selected for Rpi-
100 where, in that case, a greater proportion tdlesl were distributed in locations
characterized by lower fragmentation measures @ay. Therefore, these results confirm the
patterns observed for population genetic diveragywell as the relative sensitivity of allelic

frequencies to habitat characteristics.

Table 5 Summary of statistics for canonical correspondesmtalysis of genetic diversity genetic structurd a
environmental variables. For each locus, eigengahre given in parentheses. See Appendix for detl
environmental variables

Canonical coefficients

Axis 1 Axis 2 P model Explained variation (%)
Genetic structure
Rpi-100 (0.241) (0.191) 0.014 76.9
S 43.638 -3.1156
Setf -43.042 4.5719
D 0 0
Meft -9.3911 1.1779
C 10.7407 -0.6444
Rpi-102 (0.310) (0.226) 0.037 70.2
Forest 0.5204 -0.3811
Rail 0.48 1.6094
Water_Edge 0.1350 -0.3651
Aqua_Eco 0.2354 0.3176
Rpi-103 (0.174) (0.158) 0.035 63.7
Rail 0.85 1.32
Forest 0.62 -0.046
Water Edge -0.67 -0.45
Rpi-108 (0.358) (0.204) 0.04 32.9
Rail 1.7264 -0.038
Buildings -0.2484 3.2248
Genetic diversity
F; (0.032) (0.008) 0.011 40.6
Forest 2.4021 -1.1686
Meft -1.1451 0.5166
S 0.4943 -5.1609
Seff -0.1451 45713
Allelic Range (0.019) (0.003) 0.03 33.5
Rail 0.68 0.75
Road 0.84 -0.57
GwWw (0.059) (0.006) 0.006 48.9
Rail 0.8656 -0.0813
Road 0.7319 -0.4085
Forest 0.3030 0.7218
Mes 0.3863 0.2378
Ho (0.049) (0.002) 0.01 25.3
Buildings 0.8402 0.5523
Rail 0.6372 -0.7778
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Ranavirus prevalence

c. Influence of landscape structure and genetierdity on ranavirus prevalence

Ranavirus prevalence varied extensively from laratio location, from absence in all
animals (O_A2 and S_KC) to detected in all anin{@sMO; Table 1). We did not find
significant influence of environmental variablesranavirus prevalence except a tendency for
railway density to be positively correlated to rainas occurrence (GLZ, X= 3.01, p =
0.082). By contrast, we observed a significant el@ee of ranavirus prevalence when allelic
range (Alr) and the number of different alleles Wereased (GLZ, X= 11.77, p < 0.001;
R?=-0.352 and GLZ, X= 3.26, p = 0.014; R= -0.565, respectively; Fig. 4).

Ranavirus prevalence

Na Alr

Fig. 4. Linear regressions between ranavirus prevalende(anthe number of different alleles (Na), (b) the
allelic range (Alr).

Discussion

1. Genetic variability and geographic structure inLeopard frog populations

Genetic diversity within the sampled populations lof pipiens as measured by
heterozygosities (Ho = 0.83 and He = 0.80) is nadfit high and accords with previously
published results (He ranging between 0.721-0.%@ffman and Blouin 2004). Other
measures of genetic diversity such as the allainge (Alr) reflects high genetic diversity as
well. Additionally, only two populations showed mrsficant but low levels of inbreeding.
Comparisons between Ottawa and Sudbury populaga@ided only a weak difference in
number of rarefied alleles; Ottawa populations wararacterized by a higher diversity. Intra-
regional comparisons showed higher population diffees suggesting that, in the context of
this study, small scale habitat specificities iaflae genetic structure to a greater extent than
large scale geographic patterns do. Moreover, STRURE analysis, pairwise genetic

distance (k) analysis and an AMOVA confirmed that significaggnetic structure occurs,
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particularly between populations of the same regidliogether, the significant genetic
structure observed in our data confirm the infleenaf landscape fragmentation and
environmental specificities on the metapopulatiahalamics of amphibian populations.

2. Influence of landscape variables on amphibian getic diversity and genetic structure

a. Genetic diversity

The analysis revealed a significant effect of seM@ndscape variables on intra-population
genetic diversity, as represented by the GarzaidiBon (GW) index of genetic diversity,
the allelic range (Alr) and heterozygosity (Ho)telrestingly, in the case of inbreedings(F3
out of 5 environmental variables retained were alinmeasures of habitat fragmentation
suggesting the role of landscape fragmentationnicreasing inbreeding in populations
(Andersenet al. 2004). The GW statistic, Alr and Ho showed simitatterns, where an
increase of landscape fragmentation and/or a deer@ehabitat quality reduces the amount of
genetic variability in leopard frog populations.

Noteworthy, the environmental variables associatétl low levels of genetic diversity
were S, &, Mes, rail, road, forest and aquatic habitat, whichthwihe noticeable exception of
road, were also all retained by the models for itheestigation of genetic structure. For
instance, for all measures of genetic diversity,olsserved an opposite relationship between
road and rail variables and measures of fragmemtain one hand and forest on the other
hand. The significance of the relationship betwe&eW or the allelic range and the
environmental variables is particularly due to lt@ Rpi1l00 and Rpil06, while in the case of
the Fs, the relationship with the environmental variabkeslue to loci Rpi1l00, Rpil01 and
Rpil06. In the case of Ho, loci Rpil02 is particiylaassociated with the environmental
variables. For these loci and these variablesgethas a negative correlation with rail, road,
building, S and & and a positive correlation with forest, the geherdex and ng. These
results indicate that leopard frog genetic divgrsthigher when the habitat is characterized
by a lower fragmentation degree but also by a highsity of forest, and an overall high
habitat quality, suggesting that fragmentationas entirely responsible for the diminution of
genetic diversity. While our analyses demonstratedear relationship between landscape
structure, genetic diversity and genetic structuhe extinction—recolonization dynamics
characterising amphibian populations (Marsh & Teenh2000) advocate for the role of
historical effects (bottlenecks) in determining gén patterns. Hence, the patterns of

intrapopulation genetic diversity described in tkisidy may be partly representative of
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historical diversity rather than resulting from temporary demographic factors and we must

remain relatively cautious in interpreting thessutes.

b. Genetic structure

Results of the CCA indicate that most of the enwinental variables selected significantly
influence the variation of allelic frequencies am@opulations. Among these environmental
factors, railway density was significant for 3 aft4 loci and measures of fragmentation
(mer, S, Sx, C, D) were associated with allele frequencieslémus Rpi-100. Significant
environmental variables retained as predictorsh sag railway and measures of landscape
fragmentation, could be interpreted as a poterstieirce of gene flow interruption within
locations resulting in non-trivial patterns of #tefrequencies and apparent differences
among population genetic diversity. Railway densitgvard selection was accompanied by
the co-selection of either forest density (Rpi-Hd@ Rpi-103) or building density (Rpi-108),
with forest density inducing opposite effects orfela frequencies than did railway or
buildings. This suggests in turn that railway preseis systematically associated with a
decrease of forest density and/or an increase idibhg presence. Railways effect appears
therefore to be indicative of landscape fragmeomatits negative influence on gene flow
among populations of amphibians has been documentdee case oRana arvalis, where
barriers such as roads and railways emerged asicign factors that reduced gene flow and
metapopulation dynamics (Va al. 2001). Surprisingly, we did not detect any sigrafit
effects of roads on the allelic frequencies amoojupations despite their expected influence
(Trombulak & Frissell 2000; Lesbarreretsal. 2006).

3. Ranavirus prevalence and conservation insights

Our findings suggest that a decrease of leopagiHost genetic diversity (as measured by
Alr and Na) is related to an increasing prevaleoiceanavirus in populations. Interestingly,
we found Alr to be significantly and negatively mdated with the presence of rails and
roads. Therefore, Alr is likely a critical paranredeound which both environmental variables
and ranavirus prevalence interact, illustratingimagirect link between fragmentation and
ranavirus prevalence mediated through host gerditiersity. Consequently, landscape
fragmentation may facilitate a lowering af pipiens genetic diversity and facilitate the
occurrence of ranavirus. Although such interpretatis supported by a recent study by
Pearman & Garner (2005), other factors might resulimilar relationships. For instance,

pathogens may select for high host genetic diwetbibugh balancing selection (Coltmein
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al. 1999), which would result in a positive correlatibetween population genetic diversity
and the occurence of sympatric pathogens (Wegrar 2003). Our study demonstrated that
L. pipiens populations potentially harbor high loads of rana representing a significant
source of selection (Echaubastdal. unpublished data). While our study provides sigarit
elements supporting the negative effect of habi@gmentation on genetic diversity, our
results cannot invalidate an hypothesis suggestiagranavirus might be a significant source
of balancing selection. Additional studies are thesded to disentangle the respective weight

of each hypothesis with respect.tgpipiens genetic variability in the wild.

4. Conclusion

Many amphibian populations are in decline arounel world (Blaustein & Kiesecker,
2002) and the severity and large geographic sdaseich declines in conjunction with their
ecological importance make this issue a high caasien priority, possibly the greatest of the
21% century (Daszalet al., 1999). Several factors including infectious disaand habitat
fragmentation have been identified as major threatamphibian populations (Stuaat al.
2004) with poorly known synergies (Plowrigét al. 2008). Our study is one of the few
investigating the link between habitat fragmentatiand emerging infectious diseases,
illustrating the connection between these two tisteoreover, our results suggest that
reducing landscape fragmentation will result irefranging populations with a higher level of
genetic diversity and lower risk of extinction, pewlarly upon exposure to emerging
pathogens (Daszadt al. 2000, Pearman et al 2005).
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Appendix: Procedure for the determination of enviraamental quality variables.

In order to quantify habitat quality with regard teopard Frog biology we built a
landscape matrix incorporating indexed landscapebias for each location sampled. We
used GIS as a tool for merging geographic inforamatin road density, buildings and forest
cover, rail presence, types of aquatic habitatgyuarhof water edges and land use layers.
Using arcMap we created a 2km buffer zone aroustt sampling location within which we
inserted all the chosen specific geographic lagead, rail, forest cover...etc; Fig. Al). The
data contained in the geographic information layisrsliscretized in multiple rasterized
polygons made of vector data themselves composeisofete coordinates that can be used
to precisely delineate the boundaries of each polyg@onsequently, the surface area of each
polygon per layer and per buffer zone can be caled| in turn providing a precise measure
of the surface area or linear length for a givetadgpe (e.g. roads, building...etc.) within
each buffer zone. We used this information to desayiables that characterized environment
quality and complement measures of fragmentatiorsuaggested by Jaeger (2000). We
determined 8 variables that incorporated significeeatures of the landscape that were
susceptible to affect Leopard Frog movements swschoad, rail, buildings, forest, aquatic

habitat, water edge, land use and a general ifdgxcombines all 7 previous variables.

a. The Road index

The Road index was calculated by multiplying eatdntified road length (in meters) by
its respective number of lanes + 1 if the road peged in order to account for higher traffic
rate (Eingenbroet al. 2008). The sum of all scores was taken as theathkoad index for a
given buffer area surrounding a sampled locatiogheét scores of the Road index suggest

fragmentation of the habitat and potentially thapaibian movements may be impeded.

b. The Rail index

The rail index was calculated following the samegples as for the Road index. We
multiplied each identified railway length (in medey either 1 or 0.1 if the railway was
identified as abandoned. We down-weighted 10-fblel $cores for abandoned railway in
order to account for their relatively low detrimaheffect on wildlife. Abandoned railways
have been suggested, to be even beneficial folifgilas they are usually characterized by a
significant cover of native plant communities faafole, in particular, to amphibian

movements (Box 1999). The sum of all scores waanas the overall Rail index for a given
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buffer area surrounding a sampled location. Sityiler the Road index, higher scores of the
Rail index suggest fragmentation of the habitat potentially that amphibian movements
may be impeded.

c. The Building Index
The Building index per buffer area was calculatedhee sum of all built areas (in square
meters) within the buffer. Higher scores of thel&iag index represent areas characterized

by poor habitat quality for amphibians

d. The Forest cover index

The Forest cover index relates to the amount ofdlaw present per buffer area providing
an idea of the degree of natural landscape rengainitthe buffer zone and consequently an
estimate of the habitat permeability to amphibianvements. The Forest cover index
corresponds to the sum of wooden parcels (in squaters) within a given location.
Landscapes with high forest cover are criticaldorphibian population maintenance (Findlay
and Houlahan 1997, Eigenbradl al. 2008) and high score of the Forest cover index
represents area of good habitat quality with reg&mcamphibian ecology.

e. The AquaEco index

The AquaEco index documents the prevalence of waraguatic habitats within the buffer
zone. Each type of habitat has been assigned #ismore in relation to its suitability for
amphibians. In the classification of aquatic hdbitarovided by GIS, there are 4 main types
of habitats: shoreline, streams, lake and wetlai@hin each of these habitats a certain
number of sub-categories are also provided to éuarttescribe a given aquatic habitat. The
combination of all of these categories resultetha characterization of 126 specific aquatic
habitat types each assigned to a semi-quantitatoee of habitat suitability (Table Al, A2,
A3 and A4). The philosophy underlying the scoresgamsnent was as follow: we first classify
the 4 main types of aquatic habitats with regacdtheir suitability for amphibians. Among
the 4 habitat types Wetlands are by far the mastlde habitat type for amphibian including
Leopard Frogs. This habitat was assigned a score (olit of 4). After wetlands, the most
suitable habitat for amphibian and particularly theopard Frogs, was Lake which was
assigned a score of 3. Streams can host amphiki@hgo a certain extent Leopard Frogs

(Echaubard pers. obs.) but are usually less apptepthan lakes or wetlands. The Stream
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category was therefore assigned a score of 2.I¥islabrelines were assigned a score of 1 as
they represent, in the GIS classification, operewhabitats less appropriate for amphibians.
Once the main aquatic habitat types have beenresbigith a score, we then classified
sub-categories within each main habitat types auegrto their appropriateness with regards
to amphibian ecology and movements following a egkstategorical scoring. For example,
among the two categories within Shoreline, drainggéterns and shoreline type, we
considered that the drainage pattern characterigad the potential to influence amphibians
to a greater extent than the shoreline type. Infolewing nested categorical scoring, the
drainage patterns sub-category was therefore askigith a higher rank than the shoreline
type sub-category. Consequently, a polygon claskiéis “Shoreline, Large streams, Abrupt
shoreline gradient” (Type code C02; Table Al) wesigned a score of 1.21 because the main
level of classification (Shoreline) had the smdliesmk out of 4 class (score 1), the primary
sub-category (drainage pattern) had the secondstonaek out of 4 (score 0.2; a small stream
is better than a large one for amphibians; Tablg Add the secondary sub-category
(shoreline type), in the current example “Abrupbrghine”, was assigned with the lowest
score out of 6 (score 0.01; an abrupt shorelinkess appropriate than a gently sloping
shoreline for amphibians; Table Al). Similarly, alygon classified as « wetland, marsh,
large, connected » was assigned a score of 4.284ube the main level of classification
(Wetland) has the highest rank out of 4 class s received a 4, the secondary level
(Connectivity) has the highest rank out of two aswbred 2, the third level (Size) is
represented by 3 categories (Large, medium and)srbaige being assigned to a score of 3.
Finally the last level is represented by 4 categporiMarsh, Swamp, Fen, Bog), Marsh
corresponding to the highest score possible odt(@able A4). Once each type of habitat has
been assigned with a specific score, we calculdiedotal surface area (in square meters)
represented by a given habitat within a buffer amead multiplied it by its score. Finally we
summed all the scored surface areas within a baéiee to obtain the overall AquaEco index

for a given buffer.
f. The WaterEdge index

The WaterEdge index represents the total lengthm@ters) of shorelines present in a

given buffer.
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g. The LandCover index

The LandCover index assesses the quality of theéstaape for the frogs based on 28 land
use categories. Each category was assessed waldsetp amphibian ecology (Table A5).
The LandUse index for a given buffer was obtaingd samming all scored land use

categories surface areas (in square meters)

Table Al. Shoreline classification, type codes and scores

Drainage pattern Shoreline type Type code Score
Small streams Abrupt shoreline gradient co1 141
Large streams Abrupt shoreline gradient Cc02 1.21

Large and small streams Abrupt shoreline gradient Cco3 1.31
no streams Abrupt shoreline gradient Cco4 1.11
small streams Gently sloping shoreline gradient 5CO0 1.42
large streams Gently sloping shoreline gradient 6 CO 1.22
large and small streams Gently sloping shorelimaelignt Cco7 1.32
no streams Gently sloping shoreline gradient Co08 121
small streams Low riverine coastal plain C09 1.43
large streams Low riverine coastal plain C10 1.23
large and small streams Low riverine coastal plain Ci11 1.33
no streams Low riverine coastal plain C12 1.13
small streams Open shoreline wetlands C13 1.46
large streams Open shoreline wetlands Ci4 1.26
large and small streams Open shoreline wetlands 5 C1 1.36
no streams Open shoreline wetlands C16 1.16
small streams Semi-protected wetlands C17 1.45
large streams Semi-protected wetlands C18 1.25
large and small streams Semi-protected wetlands 9 C1 1.35
no streams Semi-protected wetlands C20 1.15
small streams Artificial or unclassified c21 1.44
large streams Artificial or unclassified Cc22 1.24
large and small streams Atrtificial or unclassified c23 1.34
no streams Artificial or unclassified C24 1.14
Low permeability C25 1.003
Intermediate permeability C26 1.002
High permeability c27 1.001
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Table A2. Stream classification, type codes and scores.

Watershed position Gradient Permeability Type code Score
Headwater Steep High S01 2.111
Headwater Steep High S02 2.111
Headwater Medium High S03 2.121
Headwater Steep Medium S04 2.112
Headwater Gentle High S05 2.131
Headwater Medium High S06 2.121
Headwater Steep Medium S07 2.112
Headwater Medium Medium S08 2.122
Headwater Steep Low S09 2.123
Headwater Medium Medium S10 2.122
Headwater Gentle Medium S11 2.132
Headwater Steep Low S12 2.113
Headwater Medium Low S13 2.123
Headwater Gentle Low S14 2.133
Headwater Gentle High S15 2.131
Headwater Gentle Medium S16 2.132
Headwater Medium Low S17 2.123
Headwater Gentle Low S18 2.133

Middle tributary Gentle Low S19 2.333
Middle tributary Medium Low S20 2.323
Middle tributary Gentle Low S21 2.323
Middle tributary Gentle Medium S22 2.332
Middle tributary Steep Low S23 2.313
Middle tributary Gentle High S24 2.331
Middle tributary Medium Medium S25 2.322
Middle tributary Gentle Medium S26 2.332
Middle tributary Medium Low S27 2.323
Middle tributary Steep Low S28 2.313
Middle tributary Steep Medium S29 2.312
Middle tributary Medium High S30 2.321
Middle tributary Gentle High S31 2.331
Middle tributary Steep High S32 2.311
Middle tributary Medium Medium S33 2.322
Middle tributary Steep Medium S34 2.312
Middle tributary Medium High S35 2.321
Middle tributary Steep High S36 2.311
Mainstream Steep High S37 2.211
Mainstream Medium High S38 2.221
Mainstream Steep High S39 2.211
Mainstream Steep Medium S40 2.212
Mainstream Gentle High S41 2.231
Mainstream Steep Low S42 2.213
Mainstream Medium High S43 2.221
Mainstream Medium Medium S44 2.222
Mainstream Steep Medium S45 2.212
Mainstream Gentle High S46 2.231
Mainstream Gentle Medium S47 2.232
Mainstream Medium Low S48 2.223
Mainstream Steep Low S49 2.213
Mainstream Gentle Low S50 2.233
Mainstream Medium Medium S51 2.222
Mainstream Gentle Medium S52 2.232
Mainstream Medium Low S53 2.223

Mainstream Gentle Low S54 2.233




Table A3. lake classification, type codes and scores

Connectivity Size Shape Permeability Type code Score
Unconnected Large Irregular High LO1 3.1321
Connected Large Irregular High LO2 3.2321
Unconnected Large Irregular Medium L03 3.1322
Unconnected Large Round High LO4 3.1311
Unconnected Large Irregular Low LO5 3.1323
Connected Large Irregular Medium LO6 3.2322
Connected Large Round High LO7 3.2311
Unconnected Large Round Medium LO8 3.1312
Connected Large Irregular Low L09 3.2313
Unconnected Large Round Low L10 3.1313
Connected Large Round Medium L11 3.2312
Connected Large Round Low L12 3.2313
Connected Medium Round Low L13 3.2213
Connected Medium Round Medium L14 3.2212
Connected Medium Irregular Low L15 3.2223
Unconnected Medium Round Low L16 3.2213
Connected Medium Irregular Medium L17 3.1212
Unconnected Medium Round Medium L18 3.1212
Connected Medium Round High L19 3.2211
Unconnected Medium Irregular Low L20 3.1213
Unconnected Medium Irregular Medium L21 3.1222
Connected Medium Irregular High L22 3.2221
Unconnected Medium Round High L23 3.1211
Unconnected Medium Irregular High L24 3.1221
Unconnected Small Irregular High L25 3.1121
Connected Small Irregular High L26 3.2121
Unconnected Small Irregular Medium L27 3.1122
Unconnected Small Round High L28 3.1111
Unconnected Small Irregular Low L29 3.1123
Connected Small Irregular Medium L30 3.2122
Connected Small Round High L31 3.2112
Unconnected Small Round Medium L32 3.1112
Connected Small Irregular Low L33 3.2123
Unconnected Small Round Low L34 3.1113
Connected Small Round Medium L35 3.2112
Connected Small Round Low L36 3.2113
Table A4. Wetland classification, type codes and scores.
Type Size Connectivity Type code Score
Bog Null Connected w10 4211
Bog Null Unconnected W09 4111
Fen Null Connected Wo8 4.212
Fen Null Unconnected Wo7 4112
Marsh Large Connected Wo4 4.234
Marsh Large Unconnected W03 4.134
Marsh Small Connected W02 4.224
Marsh Small Unconnected wo1 4.124
Muskeg Large Connected w12 4.232
Muskeg Large Unconnected Wil 4.132
Swamp Null Connected W06 4.213
Swamp Null Unconnected WO05 4.113
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Table A5. LandCover classification, type code armiss.

Type code Type Score (1-10)
24 Settlement and Developed Land 2.1
23 Bedrock / Sand / Mine Tailings 2.5
12 Tundra Heath 2.8
15 Coniferous Plantation 3.1
14 Dense Coniferous Forest 3.4
18 Sparse Coniferous Forest 3.7
17 Mixed Forest, Mainly Coniferous 4
13 Dense Deciduous Forest 4.3
16 Mixed Forest, Mainly Deciduous 4.6
19 Sparse Deciduous Forest 4.9
21 Recent Burns 5.2
20 Recent Cutovers 55
22 Old Cutovers and Burns 5.8
25 Pasture and Abandoned Fields 6.1
26 Cropland 6.4
27 Alvar 6.7
1 7
2 7.3
3 7.6
4 7.9
9 8.2
8 8.5
11 8.8
10 9.1
7 9.4
6 9.7
5 10
28 Unclassified
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Fig. Al. Example of buffer that includes layer of geogiaphformation and the delimitation of
patches (Al to Al11) of non-fragmented land.
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Abstract

Interactions between host and pathogen genotypgs3gp are important determinants of
infection outcome and ultimately are critical detarants of host-pathogen coevolutionary
dynamics. Environmental conditions such as tempezahowever, can affect host immune
responses and pathogen virulence, in turn modglatime reciprocal interactions of
host/pathogen genotypes resulting in complexx@xE interactions. Investigations of
GuxGpxE interactions have the potential to explain uares in fitness related traits in host-
pathogen systems with greater accuracy as theyatdéor both genetic and environmental
influences. Using two common North American frogedes Iithobates pipiens and
Lithobates sylvaticus) and three strains of frog virus 3 (FV3) at diffiet temperatures, we
designed a fully factorial laboratory experimentitwestigate the potential for &GpxE
interactions. Our results revealed significant at@ons in host susceptibility and strain
infectivity, suggesting the potential for frequerdspendent selection in this system.
However, our results also suggest that the streoigtite mutual selective pressure exerted by
the host and the pathogen is temperature-dependevgaling for the first time in a
vertebrate-pathogen system the occurrence @GxE interactions. Finally, our study
suggests that using a reaction norm approach rhigJptexplain variation in gene frequencies

in response to selective forces in host-pathogstess.

Key words: genotype by genotype interactions, genotype-enwient interactions,

coevolution, host-pathogehithobates pipiens, Lithobates sylvaticus,
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Introduction

Genotype by genotype interactions in a host-paasistem are the interactive effects of
the host and parasite genotypes on the outcomenfafction. When assuming no
environmental influences, the phenotype of infetti@its in a given host-parasite interaction
(such as host resistance or parasite virulencexpected to be determined by the host and
parasite genotypes (Gand G respectively; see Lambrechés al. 2006 for a discussion).
While most empirical and theoretical studies of #wolution of host-parasite systems
consider that infection traits are governed exukiyiby the genotype of either the host or the
pathogen, a growing portion of published work acidedges that epidemiological traits are
controlled by their interaction (Restif and Koel®03, Lambrechtst al. 2006). Such
interaction may lead to counterintuitive observagiovhereby increasing the background
mortality rate of the host, may not necessarilydl¢éa an increase in parasite’s virulence
(Restif and Koella 2003). Furthermore, it is likehat the evolutionary response of selection
on an allele will induce changes, either positivenegative, in all the traits with which it is
genetically correlated. For fitness related traités can lead to an evolutionary trade-off
where an increase in effectiveness of one trait hveile a cost of decreased effectiveness of
another, and vice versa, preventing fitness to lb&immzed for all combinations of traits.
Furthermore, when the genetic correlations are wustdared control of the host and the
parasite, we can predict variability in a given letionary trade-off (Salvaudoe al. 2005,
Lambrechtset al. 2006, De Roode and Altizer 2010), thus emphasigiiegrelevance and
need for an integrative approach in the investgatiof host-parasite interactions.
Additionally, the dynamic nature of the adaptatiand counter-adaptation between the
molecular arsenals of the host and parasite (anistyo co-evolution) may be particularly
sensitive to environmental influences. Environmertaiables may affect the strength and
response to selection, resulting in host or/anchqgen Genotype by Environment (E)
interactions (GxE, GoxE, or &ixGpxE), possibly resulting in condition-dependent pggmn
virulence (Thomas and Blanford 2003, Lazzaro antliel 2009, Wolinska and King 2009).

Among other factors, temperature has been documhetategreatly affect the host’s
biochemical, physiological, and behavioural proeses§ emperature directly modulates host
immunity, host development, and pathogen virule(iBeomas and Blanford 2003). The
direction and extent of temperature effects on ggno interactions resulting in a range of
different phenotypes is known as the reaction n@@ee Scheiner (1993) for a review). The

influence of temperature on host and parasite gpestis a critical process that should be
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accounted for when investigating host-pathogerrasteons (Wolinska and King 2009), and
an increasing number of studies incorporate thtuente of temperature on either host
susceptibility or pathogen infectivity (8E or GXE interactions; Mitchel&t al. 2005, Vale
and Little 2009). However very few studies haveestigated the three-way interaction
between host genotype, pathogen genotype, and tatape despite clear conceptual
relevance (Lazzaro and Little 2009, Wolinska antg<R009; but see Tétard-Joneisal.
2007).

Most studies investigating genotype-environment ElGinteractions have used either
invertebrate (Felloweat al. 1999, Vale and Little 2009) or plant (Laine 20@6}sts although
some work has been conducted with protozoans (&ets Kaltz 2006). In vertebrates,
molecular interplay between the parasite’s antigend host cell receptors or circulating
antibodies are the strongest determinants of atiioih (Frank and Schmid-Hempel 2008).
The highly polymorphic Major Histocompatibility Caaiex (MHC) alleles vary among hosts
causing each individual to have a particular spectof presentation efficiencies for different
parasitic antigens. Thus the strength of a hostimune response to a particular antigen
depends substantially on its MHC genotype. Fromphesite’s point of view, a particular
antigenic variant may be better able to be dismgldye particular host haplotype than others.
The ability for a parasite to avoid detection bg tiost’'s immune system depends on several
mechanisms including random mutations during regibom to generate novel antigens or
switching expression between archived variants. Véeability of both the host's MHC
alleles and the parasite’s antigenic variants tesubm a mutation-selection balance and
suggests that XGp interactions, particularly in vertebrates, areiaical mechanism shaping
the outcome of H-P interactions and leading to gomastic co-evolution. Moreover, the high
complexity of vertebrates, including multiple lesebf molecular interactions and gene
expression regulation (i.e., epigenetics; see Bo$stial. 2008 for discussion of epigenetic
processes in an ecological context) allows theuarfte of direct (within the organism) and
indirect (e.g., habitat influence on host physiglognvironmental variability on the outcome
of the interaction between the host and pathogewtgpes. Such considerations therefore
suggest that the investigation ofyX&pxE interactions in vertebrate host systems might
increase our understanding of co-evolutionary sees.

Ranavirusesl(idoviridae) are highly virulent pathogens known to infechfidMao et al.
1997), reptiles (Jancovictt al. 2010), and a wide range of amphibian species (lacitet
al. 1997, Daszalkt al. 1999, Dochertyet al. 2003) . Ranaviruses are widespread, and cause

disease and mass mortality at various locationsldwiie especially in amphibian
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populations (Daszakt al. 1999). Ranaviruses are recognized as importamiogahs and
ranaviral disease isow reported by the World Organization for Animal H&aOIE)
(http://www.oie.int/eng/maladies/en_classification®.htm?el1d7). Our current
understanding of ranaviral infections is very liatitand no real consistency between outbreak
determinants has been detected (Lesbarmrak 2011). The causes of this variability are
difficult to study because many ecological driven® involved (Plowrightet al. 2008).
Additionally, amphibian species differ in their saptibility to ranaviruses, and non-trivial
molecular interplays as well as multiple isolatésaagiven species have been documented
(Hyatt et al. 2000, Wanget al. 2003). Finally, amphibian development and immussponse
are highly sensitive to temperature (Wabl and DsgBeer 1976, Jackson J. and Tinsley R.
2002, Lazzaro and Little 2009, Robert and Ohta 2008ing the investigation of
GuxGpxTemperature interactions a real potential for iowprg our understanding of
ranavirus virulence and host susceptibility.

In order to study such x Gp x Temperature interactions, we designed a fulbtdiaal
laboratory experiment using two common North Amemiérog species, three ranaviruses (wt
FV3, an azacytidine resistant mutant of FV3, andrdB-like virus isolated fromAmbystoma
maculatum) and two temperature settings. The five questisasaddressed were: (1) does
pathogen infectivity vary among strains? (2) Doesceptibility vary among hosts? (3) Is the
outcome of the interaction specific to a host-strabmbination? (4) Does temperature
influence pathogen virulence and/or host suscéyibi(5) Does temperature modulate host-

strain genotypic interactions resulting inX&pxE interactions?

Material and Methods

1. Hosts

The Northern Leopard FrogLithobates pipiens) and the Wood Frog L{thobates
sylvaticus) have been shown to be highly susceptible to ramaand mass die-offs associated
with ranaviral disease have been observed for gpg#ties (St-Amour and Lesbarreres 2006,
Duffus et al. 2008). While using different habitats during thensner months (i.e., grasslands
for the Northern Leopard Frog, woodlands for thedd/d-rog) both species can be found
spawning in the same wetlands during the springthsosuggesting potential for horizontal

transmission of the disease. In July 2010, we vecetadpoles, approximately Gosner stage

64



25 (Gosner 1960), of both species from the EnviremnCanada Atlantic Laboratory for

Environmental Testing in Moncton, NB., courtesyPaiula Jackman.

2. Ranavirus strains

We used three different ranaviruses: (1) Wild tfog virus 3 (wt-FV3) infecting frogs,
including L. pipiens andL. sylvaticus and which is expected to be the most virulent. AR)
azacytidine (azaC)-resistant mutant that is thotmbte less virulent because its unmethylated
genome may trigger an early innate immune resp@ssaniet al. 1987). In the latter case,
unmethylated DNA is seen by the host cell as a elasgnal and, acting through TLR 9 or
one of the intracellular DNA sensors, triggers teduction of IFN and another pro-
inflammatory cytokines (Akirat al. 2006); (3) SsMeV, isolated from a spotted salareand
Maine, USA. Initial sequence study of the MCP swgget is a FV3-like virus (Gregory
Chinchar, pers. obs.). High titer stocks of ranawvistrains were elaborated by Prof. Gregory
Chinchar at the University of Mississipi Medicalr@er (Jackson, MS, USA) and stored at -
80°C. As titer accuracy may be lost after few feddmmw cycles, we split the entire volume
solution of each viral strain into several 1ml gmuse” vials. Consequently only “fresh”

virus solution was used for experimental inoculatio

3. Experimental design

To investigate variability in the interactions betm Lithobates sp. hosts and ranavirus
strains, we designed a full factorial experimeruding oneL. pipiens genotype (from one
egg massand twol.sylvaticus genotypes (from two eggs masses; Fig. 1). Tadpuflesch
genotype werexposed taall three ranaviruses plus a control (no infecticggulting in 12
possible host genotype-ranavirus combinations, e@glicated three times. Every treatment
consisted of 10 to 134,. pipiens or L. sylvaticus tadpoles aged at GS 21 (Gosner Stage,
Gosner 1960). In addition, a temperature treatr{lehfC and 22 °C) representing a relevant
range for species in similar latitudes (Laugeal. 2003) was used to investigate the potential
environmental influence. A total of 400 tadpole®(q2of each species) were used in this
experiment. Tadpoles were placed in 2 L plastictaioers filled with 1 L of dechlorinated
water (aged for three days) and were randomly asdido their respective ranavirus and
temperature treatments. The host density (numberadyoles per volume of water) was
adjusted to 1 tadpole per 250 mL of water to avany effect of density on tadpole
development (Echaubastial. 2010).
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For ranavirus exposure, the tadpoles assignecetinfacted treatment were placed within
50 mL of infected water containing 10000 pfu/mLaoparticular ranavirugnt-FV3, azaC or
SsMeV, accordingly). The administered ranavirusedems chosen to induce a sub-lethal
effect therefore enabling the measurement of thelence variation between isolates
(Gantrest al. 2003, Chinchar pers. obs.). The tadpoles wereni¢fiin the infected solution
overnight (12 h) before they were transferred alaiifp the 50 mL of infected water into

their respective tanks.

/ [ coLp | \
‘ WtFV3 \ | AzacFV3 \ ‘ SsMV \ ‘ Control I
) 7 ) A
O 0@ O© 00 O 00| O
© 00 O 0@ O 0@
O O

L
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/

Fig. 1. Experimental design. Three replicatesLofpipiens and L. sylvaticus tadpoles were exposed to three
strains of ranavirus in two temperature conditions

4. Animal monitoring
a. Daily monitoring and care
Tanks were monitored on a daily basis. Dead tadpulere removed using assigned

disposable plastic pipettes to prevent any scamgnddpon removal dead tadpoles were
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measured for body mass and length (see below)haiddevelopmental stage was estimated
using the nomenclature proposed by Gosner (Go4Aéf). Tadpoles were then kept at -25
°C in individual plastic vials with ethanol for sutogient analyses. Euthanized individuals
were subjected to the same measurements, the imagarch tank was replaced with clean
dechlorinated water aged for 24 hours on a week$ydbstarting on week 3. We consider that
the amount of time the tadpoles were in contach wdntaminated water (12 hours in close
proximity plus 3 weeks in a larger volume) was loaigough to simulate natural viral
exposure conditions. At the end of the experimaltitcontaminated water was treated with
5% bleach and left to sit for 2-3 days to kill affiy remaining viral particles before being
discarded. Food was administered to each tank afieh weekly water change. Tadpoles
were fed on a weekly basis with standard tadpabe {&€arolina Biological Supply Company,
Burlington, NC) at 30 mg/tadpole for week 1, 60 tadpole for week 2, and 120 mg/tadpole
for week 3 until the end of the experiment (Echadbet al. 2010). The experiment
terminated when all the individuals died or reachegtamorphosis. The procedures used in
this experiments follow protocol #2010-04-02 apma\by the Laurentian University Animal

Care Committee.

b. Life history traits measurement

Specific life history traits were used as indicatof host fitness following infection. Final
body weight (Travis 1984), final length and widtBefmlitschet al. 1988) and final
developmental stage were recorded as estimatogsowfth in turn representing proxies for
fitness (Semlitsclet al. 1988). The final body length (nose to tail) anditivi(behind the eyes
at the level of the operculum) of the tadpole (nmstail) were measured using an electronic
caliper (VWR, model 12777.830 £ 0.005 mm). Finaldyoveight was measured to the
nearest 0.001 g using a precision balance (Demstruiment). Final developmental stage was
determined using Gosner’s anuran development ndatene (Gosner 1960). Developmental
rate was calculated by dividing the developmertijes at death by the total number of days
the individual survived. Data on weekly mortalitgrgank were used to estimate the mortality
rate over time.

We also calculated several components of pathogenhast fithess directly related to
infection. We defined virulence of a given virusagt as the proportion of individuals that
died from infection out of the total number of iafed individuals (number of dead
individuals that were infected / number of infectedividuals). We defined resistance of the

host as the proportion of individuals that werecgssful at preventing an infection despite
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being exposed or individuals that were able torctba infection (number of non-infected
individuals / number of exposed individuals). Fipalve defined tolerance of the host as the
proportion of individuals that survived despitergginfected (number of infected survivors /
number of infected individuals). Some authors hassumed that individuals exposed to
pathogens but that are not infected would havestrae fithess as control individuals not
exposed to pathogens (Reaidal. 2008). However, exposure to the pathogen couldosdy

to the animals even when infection is successfyllgvented revealing a cost of
exposure/resistance and the need for a distintt&tween resistance and tolerance (Rathr
al. 2010).

5. Infection screening

Upon death, all animals (including euthanized onesje dissected to remove the liver
which was then crushed into a 1.5 ml Eppendorf.tlibe resulting tissue mixture was used for
DNA extraction. DNA was extracted using QIAmp DNg&st following the standard protocol
(Qiagen). After extractiona double blind PCR was performed usingraner known to
successfully amplify ranavirus specifically Frog Virus 3: MCP-ranavirus-F (5'-
GACTTGGCCACTTATGAC-3) and MCRanavirusR (5- GTCTCTGGAGAAGAAGAA),
following the PCR conditions listed in Maa al. (1997), using 1.5l of template DNA and
cycled 40 timesThis specific primer has been used in other stuainesis known to amplify a
portion of the major capsid protein within the Frdgrus 3 genome (Maat al. 1997).

Individuals showing two positive amplifications footh PCRs were considered infected.

6. Statistical analyses

Data on host body weight, length and width and tgrmeent were analyzed using General
Linear Models (GLM). We computed a full factorial AMOVA model, with temperature,
host species, and virus strain as fixed factorsvanutence, resistance, tolerance, day of death,
length, width, weight, developmental stage, andettppmental rate as dependant variables.
When the standard assumptions of analysis of vagiamere not met, even after BoxCox
transformation (Sokal and Rohlf 1995), we used @G#ized Linear/non-linear models
(GZM) with a log link function because residualstloé dependant variables in the parametric
GLM followed a gamma distribution (McCullagh andltier 1989). To test the significance
of GZM function model, we used the Wald statistigbich is based on the asymptotic

normality property of maximum likelihood estimates.
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We analyzed host survival using a survival analgsid failure time analysis using the
Kaplan & Meier product limit method associated withi square and Gehan’s Wilcoxon tests
(multiple and two sample comparisons respectiv@lghan 1965). Individuals surviving to
the end of the experiment were censored to acdourdur lack of information about their
true time to death (Leurg al. 1997).

Data on virulence, tolerance and resistance weatyzed using a log-linear analysis of
frequency tables based on a Maximum Likelihood §thiare calculation. The ldmear
analysis deals with multi-way frequency tables emnts that are very similar to ANOVA
through logarithmic transformations. Thus allow® tbxploration of the structure of the
categorical variables included in the table. Abitstical analyses were performed using
Statistica 8.0 (Statsoft 2007).

Results

1. Mortality patterns

Temperature had a strong overall effect on the atityrtrate with individuals held at low
temperature (i.e., 1%€) dying more rapidly than individuals at highee(j 22°C) temperature
conditions (Z = -3.51, p <0.001). With regard t@sps, a greater percentage of Wood Frog
(WF) tadpoles died following viral challenge thanritiern Leopard Frog tadpoles (LF? X
12.64, p<0.005). However, among WF genotypes thexe no difference in mortality
0.63, p=0.43). With regard to the pathogens, wecedtsignificant differences in strains
effect on tadpole mortality rates {X 10.39, p<0.01). Tadpoles exposed to wt-FV3 were
characterized by the highest mortality rate (988tlptved by SsMeV (92%), azaC (88%) and
controls (75%; Fig. 2, Table 1).

Differences in mortality between host species wiisienced by the temperature (&,
X? = 20.13, p<0.001). Under warmer conditions, fewér tadpoles died than the two
genotypes of WF tadpoles (60% vs. 96% for WF1=X3.76, p<0.001, and 94% for WF2,
X? = 29.1, p<0.001) while no differences in mortalitgre observed between WF hosts (WF1
vs. WF2, X = 0.5, p=0.47). At 14C, however, no differences in mortality were observ
among the three host genotypes’ &X 2.77, p=0.24). With regard to viral strains aw|
temperature, tadpoles exposed to azaC, SsMeV diWst-tend to experience similar
mortality rates (X = 2.17, p=0.23) but this did not hold true a’@2where tadpoles exposed
to wt-FV3 died at a higher rate than tadpoles eggds SsMeV and tadpoles exposed to azaC
(GexE; X? = 45.04, p<0.001; Fig. 2, Appendix 1).
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Table 1.Results of survival analysis. Only results for thain factors are shown. Results for factor intéoast
are provided in supplemental material. Abbreviatioheopard Frog (LF), Wood Frog (WF), WF1, WF2.
Significant (p<0.005a posteriori differences between levels of factors are inditdig letters.

Effect Treatment Dead Survivors N Total % Dead

Statistics (Z =-3.51, p<0.001)

COLD 19¢ 11 207 0.9%

TEMPERATURE WARM 16( 32 19z 0.8t
Statistics ( X2 =12.64, p<0.005)

LF 12¢ 36 16t 0.7¢€°

SPECIES WF1 107 4 111 0.9€"

WF?2 12C 4 124 0.97°
Statistics ( X?=10.39, p<0.01)

AzaC 87 12 99 0.86%

STRAINS Contro 78 22 10C 0.7¢€?

SsMe\ 91 8 99 0.9z

wt-FV3 10C 2 10z 0.9¢¢

We also observed strain x species interactions X@p) for mortality rate ( = 37.22,
p<0.001) with host species showing different patesf mortality depending on which strain
they have been exposed to. Leopard frog tadpolpssexi to wt-FV3 displayed the highest
mortality rate as compared to the other strainsredseno differences between strains were

found to explain mortality patterns in WF tadpolEgy. 2, Appendix 1).
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Fig. 2. Mortality rate over time in (A) cold (14 °C) a@) warm (22 °C) conditions.

In addition to g x Gp interactions, we observed a synergistic effedieaiperature, host
genotype and parasite genotype on the mortalig; (@&xGpxE; X? = 45.04, p<0.001). The
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greatest source of variation observed for thisldripteraction was with LF tadpoles that
experienced significantly less mortality than wdamty tadpoles at 22Z and that the pattern
of mortality of the LF tadpoles exposed to theatiint strain was different that in WF. At 14
°C such differences were not observed (Fig. 2, Agpeh).

2. Infection related traits

a. Virulence

Overall, ranavirus virulence (all strains combinatbfined as the proportion of individuals
that died from infection out of the total numberiofected individuals, was influenced by
temperature (X = 134.66, p<0.001) whereby the proportion of iidiials dying from
infection was greater at P& (96% vs. 86% at 12C and 22°C respectively). Although we
did not observe differences between strains<X84.9, p=0.69) there was a trend for wt-FV3
to induce higher levels of mortality (97.5%), folled by SsMeV (91.43%) and azaC
(87.23%). Additionally, we observed that the vinde of ranavirus (all strains combined)
varied according to the host species” (X 141.52, p<0.001) as a greater proportion of
individual died from infection in WF1 (95%) and WK200%) as compared to LF (80%;
Table 2).

No temperature x strain interaction was observed=(23.19, p=0.87) although azaC had
a tendency to kill a smaller proportion of tadpa¢22°C compared to the two other strains.
This pattern was not observed at 42 where azaC was as lethal as the other strains.
However, we observed an interaction between tertyreraind host species 1 130.81,
p<0.001). Although equivalent levels of tadpolesrireach host species died from infection
at 14°C (X? = 10.6, p=0.78), a significantly smaller propontiof LF tadpoles (56%) died
from infection as compared to WF1 and WF2 tadp(idesh 100%:; X = 56.3, p<0.001) at 22
°C. No interaction between temperature, strains speties (GxGpxE) was observed for
virulence (¥ = 3.9, p=0.94; Appendix 2).

b. Tolerance

We define tolerance as the proportion of tadpoles survived despite the infection.
Tolerance was greatly influenced by temperature<>94.4,p<0.001). Approximately 20%
of tadpoles that were infected survived at®@2as compared to less than 2% at’@4We
observed significant differences between speci¢hdir ability to tolerate an infection £¢
93.45, p<0.001). LF tadpoles were the only hose dbl tolerate the infection during this

experiment, with 27% of them surviving despite pinesence of the virus (Table 2).
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We also noticed that tolerance by the hosts depkidethe type of strain they were
infected with (X = 70.1, p<0.002). LF tadpoles were able to totenatection with azaC and
SsMeV to a greater extent than an infection withFW8 (respectively 13%, 11.5% and
2.5%). Consequently, due to the contrast betweenaWd-LF tolerance and the significant

strain effect, we observed a & Gp interaction(X* = 276.87, p<0.001; Appendix 2).

Table 2. Results of log-linear analysis for virulence, talete, and resistance in response to temperatuse shecies, and virus
strains. Only results for the main factors are shoWesults for factor interactions are providedsimpplemental material.
Abbreviations: Temperature (Temp.), Leopard Frog)( Wood Frog (WF), WF1, WF2, number of individsiahfected (# inf.),

number of individuals that died from infection (#d inf.), number of individuals that survived disgbeing infected (# surv. inf.),
number of individuals exposed (# exp.) and numbeandividuals non infected but exposed to infectighnon.inf.). Significant

(p<0.005)a posteriori differences between levels of factors are inditételetters.

VIRULENCE TOLERANCE RESISTANCE
Effects Treatment #inf #diedinf. % virulence | #inf. #surv.Inf. % tolerance | #exp. #noninf. % resistance
Statistics (X*=134.66, p<0.001) (X?=94.4, p<0.001) (X?=275.34, p<0.001)
TEMP COLD 71 68 95.77 71 1 1.41 155 84 54.19
: WARM 51 44 86.27 51 10 19.61 145 94 64.83
Statistics (X?=141.52, p<0.001) (X?=93.45, p<0.001) (X?=251.18, p<0.001)
LF 41 33 80.49 41 11 26.88 125 84 67.20
SPECIES WF1 42 40 95.2% 42 0 ¢ 82 40 48.78
WF2 39 39 108 39 0 0; 109 54 49.54
Statigtics (X*=34.9, p=0.69) (X?=70.1, p<0.002) (X= 37.44, p=0.57)
AzaC 47 41 87.23 47 6 12.77 99 52 52.58
Control 0 0 (6] 0 0 (0 0 0 (0
STRAINS SsMeV 35 32 91.43 35 4 11.43 99 64 64.65
Wt-FV3 40 39 97.50 40 1 2.8 102 62 60.78

Temperature had a strong influence on the hostyatwl tolerate an infection illustrating a
Gy x E interaction(X? = 148.82, p<0.001). The ability of LF tadpoleddterate the infection
was significantly higher at 2Z (62.5%) than at 1% (4%). Additionally a significant &XE
interaction was observe(X? = 50.1, p = 0.02). At 14C, a small fraction of infected LF
individuals were able to tolerate the infectiontwézaC (4.3%) but not infection with the
other strains. In warm conditions, LF tadpoles wednke to tolerate infection with all strains,
particularly SsMeV (30.8%) and azaC (20.3%). Infecwith wt-FV3 was less well tolerated
by LF tadpoles (7%; Appendix 2).

We also observed a{& Gpx E interaction(X? = 247.52p < 0.001) suggesting that the
tolerance of a given host species is contingenthentemperature setting and the strains

responsible for infection (Appendix 2).
c. Resistance

Resistance, the proportion of tadpoles that havdeen infected despite being exposed to

ranavirus or individuals that were able to cleae timfection, was influenced by the
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temperature at which the interaction took placé £X275.34, p<0.001). At 1%C, a smaller
proportion of individuals were free of infectiord& vs. 64% in warm conditions) than at 22
°C. Resistance to the infection also varied dependimthe host species (67.2%, 48.8% and
49.6% for LF, WF1, and WF2 respectively’ X 251.18, p<0.001). Patterns of resistance to
infection did not vary depending on the strain ined in the infection (X = 37.44, p=0.57)
although the hosts (both species accounted) haddency to be able to resist infection with
SsMeV (64%) more than with wt-FV3 (61%) and az82.5%; Table 2).

We found no significant genotypic interaction betwestrains and host species despite the
noticable difficulty for LF to resist wt-FV3 (58.50f6elatively to the other strains. This trend
contrasted with what was observed for WF tadpdied were mostly having difficulty to
resist azaC (35.7% for WF1 and 48.3% for WF2) aspared to the other strains. Our results
revealed however a,&E interaction(X*> = 249.84, p<0.001). Both at £& and 22°C, a
larger proportion of LF tadpoles resist the infestbut the extent of the difference between
WF and LF tadpoles’ ability to resist was greatei4°C (40% and 42% vs 62% for WF1,
WF2 and LF respectively) than at 22 (58%, 60% and 73% for WF1, WF2 and LF
respectively). No strain x temperature interactiars observed (X= 34.9, p=0.33) although
a significant G x Gy x E interaction was revealed {¢ 40.13, p=0.02; Appendix 2).

3. Host life history traits

a. Size and mass

Temperature had a strong influence on host bodythenvidth and weight. For these traits,
tadpoles kept at ZZ were bigger as compared to those held 8CUGZL, Wy - 1) = 43.21,
p<0.001; Wyr=1y = 35.09, p<0.001; W =1 = 22.56, p<0.001 for length, width and weight,
respectively). We also observed significant diffexes between species for these traits (GZL,
Wt =2) = 14, p<0.001; W = 2) = 55.13, p<0.001; \W: = 2y = 70.36, p<0.001 for length, width
and weight, respectively). LF tadpoles were sigatfilly heavier, longer and wider than WF
tadpoles which in turn did not show differencesnsetn WF1 and WF2. With regard to strain
effect, we observed significant differences betweemtrols and infected tadpoles for length,
width and weight (GZL, Wi - 3y = 40.85, p<0.001; - 3= 65.16, p<0.001; W - 3y= 25.07,
p<0.001 respectively) with controls being heavi@rger and wider than infected individuals.
We also found significant or marginally significadifferences between virus strains with
respect to their effects on host body width ancgwe{GZL, Wgr=2)= 9.06, p = 0.02; W - 2
= 5.04, p=0.08, respectively) but not on body lan@ZL, W - 2) = 2.65, p=0.26).
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For width and weight, all tadpoles no matter thecses, were smaller when infected by wit-
FV3 (Table 3).

Additionally, we observed a significanty& E interaction for body length, width, and
weight (GZL, Wy = 2 = 17.71, p<0.001; \M = 2y = 37.2, p<0.001; W= 2) = 72.52, p<0.001
respectively). The main source of variation fostimteraction was represented by LF tadpoles
that were heavier, larger, and wider than WF tagpal 22C but not at 14C. By contrast,
no G-x Einteraction (temperature x strains) was observethl@ 3, Fig. 3).

Furthermore, we documented a marginally signific@at x Gp interaction (strains X
species) for body weigfGZL, Wi = 6) = 12.19, p=0.05), but not for either length or thid
While no difference in weight was noted among Wdptdes infected by the three different
strains, LF tadpoles infected with wt-FV3 were #igantly lighter than LF tadpoles infected
with either SsMeV or azaC (Table 3, Fig. 3).

Finally, we observed agX Gpx E interaction for body width and weight (GZL, ML 6) =
14.56, p=0.02 ; W=6) = 27.3, p<0.001 respectively) but not for lengfalgle 3, Fig. 4).

b. Growth
Temperature had a strong influence on the finakbigamental stage reached by the tadpoles
and their developmental rate (GZL,d\ 1) = 59.1, p<0.001; W= 1) = 70.45, p<0.001, resp
ectively). For these traits, tadpoles held at’Q2developed faster compared to individuals
raised at 14C. Similarly, we also observed significant diffetes between species for these
traits (GZL, Wgs = 2) = 45, p<0.001; W = 2) = 20.41, p<0.001 for developmental stage and
developmental rate, respectively). LF tadpole dgwelental rate was much slower than WF
although there was no significant difference betwd&1 and WF2 for these traits. We also
noticed a significant strain effect on the growtriables (GZL, W - 3y = 167.1, p<0.001 ;
Wt = 3) = 114.2, p<0.001 for developmental stage and deweéntal rate, respectively).
Control tadpoles grew faster than infected ones, @mmparisons of infected individuals
suggest that tadpoles infected with wt-FV3 had eerall tendency to develop slower than
tadpoles infected with azaC. Tadpoles infected vwB$MeV presented an intermediate
developmental rate (Table 3).
While there was no interaction between species tangperature for growth, we observed
significant temperature x strain interactionsXg, GZL, Wgr = 3) = 58.7, p<0.001; Wi = 3) =
22.72, p<0.001) for developmental stage and dewadmpal rate, respectively).
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Table 3. Results of generalized linear model ANOVAs (log<iand gamma error distribution) showing

variation in LF tadpole life history traits in rempse to temperature, species, strains, and thigraictions.
Significant effects based on the asymptotic nortiyadroperty of maximum likelihood estimates corrasg to
p<0.005. Significant (p<0.0053 posteriori differences between levels of factors are inditaty letters.

Stat. and

Effect factors Length Width Weight Dev_Stage Developmental rate
TEMP. Statistics W1 .366=43.21; p<0.001 W;fg‘:(fl'l' ngj%fggfe' Wi 365=59.1, p<0.001  Ws66=70.45, p<0.001
COoLD 19.5¢ 4.7z 0.12 25.97 0.01¢
WARM 25.22 5.69 0.24 28.06 0.031
SPECIES Statistics W.360 =14, p=0.01 W;fg;%i'l' WZSZ%?&%' W2,360 =45, p<0.001 W 360=20.41, p<0.001
LF 23.77 5.76° 0.27° 25.89 0.015
WF1 20.07 4.62"° 0.09" 27.49 0.025°
WF2 22.07" 4.87° 0.13" 28.00° 0.028
. B W3 369=65.2, W3 369=25.07, W3 360=167.1, _
STRAINS Statistics W3 369=40.8, p<0.001 5263.001 3;23001 3;:3001 W 36=114.2, p<0.001
Azac 21.7¢° 5.17" 0.1¢" 26.2(° 0.017"
Control 26.54 6.07° 0.26° 29.91° 0.046°
SsMeV 21.20 4.93" 0.16 26.05° 0.013
Wit 19.80 4.61° 0.11° 25.85 0.012
Temp'Sp  Statisics  Wawr17.7,p<0001  WameSi2 Wasee lo s Waaw=19, p=039  Waw=17.9, p=022
COLD_LF 19.06" 479 0.12° 25.10° 0.007"
COLD_WF1 18.64 4.45° 0.08° 26.20" 0.016'
COLD_WF2 21.14* 4.87° 0.15° 26.98* 0.019"
WARM_LF 29.0:° 6.84" 0.44" 26.7¢* 0.02¢*
WARM_WF1 21.64" 4.82° 0.10° 28.90° 0.035
WARM_WF2 23.12° 4.87 0.10° 29.14 0.037
Temp;Straln Statistics W3 360=3.7, p=0.28 W 360=2.5, p=0.47 W 369=3.6, p=0.3 W 360=58.7, p<0.001 W369=22.7, p<0.001
COLD_Az 18.6%¢ 4.65% 0.09% 25.73* 0.013°
COLD_C 23.53% 5.57% 0.21% 27.15° 0.023°
COLD_Ss 17.78 4.32° 0.09° 25.42 0.007°
COLD_Wt 18.4:% 4.3z" 0.07° 25.5¢3 0.010°
WARM_Az 25.17% 5.73% 0.27° 26.72" 0.020°
WARM_C 30.27° 6.69° 0.32° 33.3% 0.075°
WARM_Ss 25.13° 5.63% 0.25% 26.76% 0.027°
WARM_Wt 2119 4.89% 0.14% 26.14* 0.014
Sp*Strains  Statistics Wos0o=5.2, p=0.51  W.365=5.7, p=0.45 Wﬁbf%fég'z' Woa6=64.5, p<0.00L  Weo=45.1, p<0.001
LF_Az 24,300 5.97°« 0.29" 25.95° 0.017
LF_C 27.20¢ 6.449 0.37° 26.40° 0.018
LF_Ss 23.58 5.6230% 0.263 25.86° 0.015"
LF_Wt 20.14% 5.0z30% 0.14%* 25.3¢° 0.011°
WF1_Az 19.26" 4.43° 0.08% 26.39 0.019°
WF1_C 23.87 5.607°% 0.133 31.96° 0.059
WF1_Ss 18.78% 4.35% 0.072 26.19 0.012*
WF1_Wt 18.73" 4.20° 0.08° 25.78 0.014"
WF2_Az 20.28" 4,65 0.08% 26.41° 0.014"
WF2_C 27.9%° 5.98% 0.22% 33.00° 0.076°
WF2_Ss 20.08™ 4.49° 0.11% 26.21° 0.012"
WF2_Wt 20,270 4,42 0.10° 26.5% 0.012"
- _
Eg‘sp Sps Statistics Wi 260=8.8, p=0.18 W 360=14.6, p=0.02 W;fg_‘()%71'3' W 360=24.2, p<0.001 Wag0=15.7, p=0.01
C_LF_Azac 19.22 .92abec 0.11% 25.35% 0.008"
C_LF C 21.09™ 5.2970c 0.17° 25.23" 0.008"
C_LF_Ss 17.56 4.41% 0.08™ 2477 0.006°*
C_LF_Wt 18.33' 4.517 0.09" 25.05™ 0.005™
C_WF1_Az 17.38' 4.33" 0.07 25.71% 0.019™
C_WF1_ClI 21.16° 4.9820cd 0.13%0 27.2gh 0.022°0
C_WF1_Ss 17.22 4.18" 0.06° 25.86" 0.006™
C_WF1_W 18.85%" 4.30°" 0.07" 25.92%" 0.01¢°
C_WF2_Az 18.84" 4,530« 0.08™ 26.36" 0.015"
C_WF2 C 2899( 6.49b<:dx 0.34b(:(h 29.69:(11 0.045;\\1::1
C_WF2_Ss 18.47 4.31% 0.12 25.94°" 0.008"
C_WF2_Wt 18.20" 4.13 0.06° 25.94" 0.009°
W_LF Az 30.14“ 7.18%¢ 0.51% 26.65" 0.026"
W_LF C 34.67 7.84 0.62 27.83" 0.03¢°
W_LF_Ss 30.2% 6.95" 0.46 27.05" 0.025°
W_LF_Wt 21.95" 5.557 0.18° 25.67" 0.016°
W_WFIL_Az 211280 4,520 0.0g2bed 27.0720% 0.01¢2bcd
W_WF1_C 27.40™ 6.382c 0.14" 37.91° 0.105
W_WF1_Ss 20.35“ 4,537 0.08" 26.54" 0.019"
W_WF1_Wt 18.6" 4.09° 0.08™ 25.62°" 0.010°
W_WF2_Az 21.84" 4,780 0.09% 26.46" 0.012*
W_WF2_C 26.62° 5.36° 0.07 37.08" 0.113%
W_WF2_Ss 22.07% 4,730 0.09% 26.54%" 0.016*
W WFZ Wt 22.23\1::1 4.7;\\1:1 0.141\\1:1 27.12\\1:1 0.0lS’”‘
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At 22 °C, tadpoles infected with wt-FV3 developed slowsrt tadpoles infected with either
azaC or SsMev, whereas at®C4no differences were observed (Table 3, Fig. 3).

We observed a x Gp interaction (GZL, W = 6) = 64.5, p<0.001; W -6 = 45.1,
p<0.001 for developmental stage and developmerdéd, rrespectively). LF tadpoles
developed less and slower than WF tadpoles whected with wt-FV3 but not with azaC or
SsMeV (Table 3, Fig. 3).

Finally, we observed a§Xx Gpx E interaction for growth (GZL,\W-¢ = 24.2, p<0.001,
Wwi =6 = 15.7, p=0.01 for developmental stage and devedmtal rate, respectively). The
interaction suggests that the tadpole growth wasirmgent on both the temperature at which

the interaction took place and the virus straipoesible for the infection (Table 3, Fig. 4).

Discussion

Overall, our results revealed significant variatiamong hosts in their susceptibility to
ranavirus and significant variation among ranavstrains with regards to their infectivity.
We also showed that some specific interactions., (ild=-Wt) might have tighter
coevolutionary histories than other combinatioesuiting in sharper mutual co-adaptations.
Our findings therefore suggest that the prereqssior frequency-dependent selection to
occur are met in this system with host and stramogypes being mutually influenced by each
other. However, our results also suggest that tilemgth of these mutual selective pressures
are also influenced by the temperature at whichintexaction takes place, revealing for the

first time in a vertebrate pathogen system the weaae of (5 X GpX E interactions.

1. Genotypic interactions between hosts and strains

We observed significant statistical interactiongwaen host and virus strains for host
mortality, tolerance, weight, final developmenttdge, and developmental rate, suggesting
the reciprocal influence of host and pathogen $ipdms for the determination of the

outcome of the infection.
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The differences in strain infectivity and diseasgesity can possibly be explained by the
structural components of these viruses. AzaC isvknim be a mutant virus that is resistant to
azacytidine. It presumably possesses a mutated Dieghyltransferase gene and cannot
methylate its genomic DNA. The properties of SsMaMé less well known. The initial
sequence study of the MCP suggested it to be alikg34rus with the ability to replicate in
spotted salamanders, or to be a close relativeheaoF\V3 that replicates in salamanders
(Gregory Chinchar, pers. obs.). Here, we observathosts infected by SsMeV had a higher
relative fitness than hosts infected by wt-FV3, whkel type strain. A potential explanation for
this difference is that SsMeV is mostly adaptedeqdicate in salamanders and not in anurans,
and that the latter is most likely to encounte"M3 rather than the other strains. Ranaviruses
are virulent pathogens inducing high mortality rame their host species and from an
evolutionary perspective, there should be no seledb reduce virulence in this system as
they are horizontally transmitted (Ebert and Hel®96); in other words, killing their host
rapidly will not prevent transmission as necrophagyother hosts can sustain it. Therefore,
selection should favour virulent strains over noltes and considering that wt-FV3 is more
virulent than SsMe and azaC, wt-FV3 should be setefor and be more prevalent in the
wild. Consequently, it is likely that the LF-wt-FVi@teraction is more prevalent than the
other LF-ranavirus combinations in nature resultingighter coevolution for this specific
interaction. Since the replication rate of the sirsi faster than the replication of its host, it is
very likely that the pathogen would have some s$ee@dvantage in this arms race and that
in turn the host would have a harder time to resistl tolerate the pathogen. This
interpretation needs further investigation but @sults suggest that, under natural conditions,
certain strains are better adapted to specificshiesulting in high variability in infectivity
and virulence.

Hosts characteristics also contribute to the oenwe of the Gx Gp interactions. While
we found no difference between WF genotypes, Lpdbs showed a greater ability to resist
and tolerate an infection, had lower mortality, anere bigger than WF tadpoles.
Interestingly however, WF tadpoles were reachingeradvanced development stages and
developed faster than LF tadpoles. Wood Frogsteeartost northern frog species in North
America and have a large distribution, experienengide array of environmental conditions
(e.g., temperature fluctuations), for which thewédeen shown to exhibit an extensive
plasticity (Herreid Il and Kinney 1967, Berven 198Because they often breed in vernal

pools filled with snow melt, adult WF need to reguioe very early and their tadpoles must
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develop rapidly because of the short reproductingd developmental season available in
northern landscapes.

Despite evident benefit of being plastic in suchalde conditions, our results suggest that
WFs also experience some costs associated with @aslicity when infected. Phenotypic
plasticity has been suggested to bear several typessts, including genetic costs (Padilla
and Adolph 1996, DeWitt al. 1998). For instance, genes promoting plasticity malinked
with genes conferring low fitness or modifying eagsion of other genes through epistasis, or
they may have negative pleiotropic effects on gdraither than plastic traits (DeWit al.
1998). Therefore, epistatic or pleiotropic effestgght limit the product efficiency of genes
involved in immunity and pathogen resistance in Weésulting in differences in their
resistance and tolerance profiles.

Differences in host susceptibility and strain itifgty are the fuel for coevolution
(Thompson 1994). In our system, host relative fnevith regard to their susceptibility
changed with the infecting strain (tolerance, tesise). Reciprocally, strain infectivity
(virulence and lethality) varied depending on tiet of host, highlighting the existence of
Gy X Gp interactions. Interestingly, although LF tadpolese significantly more resistant and
tolerant to infection than WF tadpoles, they weaetipularly sensitive to wt-FV3. In fact, LF
tadpoles infected with wt-FV3 were smaller, develbpslower and experienced greater
mortality than when infected with either azaC oM8Y¥. No suchstrain-specific variation
was observed in the case of WFs, indicating smebiist/ranavirus interactions and potential
variation in host and strain gene frequencies. Swafation may be critical for ranavirus
epidemiological dynamics at the population leved, turn suggesting the potential for
frequency-dependent selection to operate in thetesy. For instance, their coevolution may
be oscillatory as envisioned under the Red Quegothgsis (Van Valen 1973). However,
despite evidence for genetic variation in resistanc virulence, direct demonstrations of
parasite-mediated selection in nature are rardl¢L#002, Woolhousest al. 2002). One
increasingly popular explanation for this lack @iheincing evidence is that environmental
variables, such as temperature, modulate the stresngd potentially the direction of the

selective pressures (this study, Lazzaro and L2@I@9, Wolinska and King 2009).

2. Hosts reaction norms in response to temperature
Overall in our study, cold conditions negativelfjeated host body condition and increased
their susceptibility to ranavirus. Leopard frog gatés were particularly sensitive to cold

temperatures compared to WF tadpoles. In warm tondj infected LF tadpoles had
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significantly lower mortality than WF tadpoles, yherere also less susceptible to infection
(LF were more tolerant and resistant to infecticar)d LF tadpole body size and growth
declined less than in WF tadpoles. In cold condgitnowever, for all fitness-related traits
except resistance, LF tadpoles were not signifigadifferent from WF tadpoles. Therefore,
the reduction of fithess in WF tadpoles inducectbld temperatures was less drastic than for
LF tadpoles which were more sensitive to tempeeatdecrease (in WF, except for
developmental rate and resistance, the differeet@den cold and warm conditions was not
significant). This is supported by the plastic mataf WF phenotypes which gain a relative
selective advantage when dealing with adverse emviental conditions. Consequently,
selection in one environment could drive genetiange in the host population but may have
no predictable effect in another environment, sstgg in turn that G x E interactions could
prevent a strong response to selection and maiptaymorphism in this system (Mitchest

al. 2005, Lazzaro and Little 2009). This assumptionsisnehow supported by recent
investigations orL. pipiens genetic structure in the wild which suggest thadtern North-
American populations harbor a relatively high genativersity (Hoffman et al 2004,
Echaubarcet al. unpublished data). With regard to the pathogenalse observed an effect
of temperature on virulence. For example, the higiverall virulence observed for wt-FV3
infection as compared to the other strains wadqudaitly prevalent in warm conditions but
disappeared in cold conditions.

Our results revealed significanty& Gp X E interactions where the effect of a given
pathogen is contingent on the host genotype ancemeéonment in which the interaction
takes place. To our knowledge this is the firstetithat this type of interaction has been
documented in a vertebrate-pathogen system (buSeett 2006 for G x E interactions in
mice). For this interaction to occur, in the prassmdy both the host susceptibility and the
ranavirus infectivity must be influenced by tempera. Evidence for such influences on host
traits is supported by an abundant literature shgwemperature effects on biochemical,
physiological, and behavioural processes resultmghost species or genotype specific
reaction norms with regards to thermal performgiieey and Kingsolver 1993, Mitchedt
al. 2005). Of patrticular interest is the host's apitid sustain an effective immune response
under different environmental and ecological candg including temperature (Lazzaro and
Little 2009). For instance, increasing temperatas been suggested to induce an increase in
the absolute numbers of polymorphonuclear leukscytéohen and Warren 1935), and
enhance phagocytic leukocyte activity (Nalefsl. 1971) in turn increasing the survival of

the lizard Dipsosaurus dorsalis after challenge with gram-negative bacteria (Klugeal.
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1975). Sincen vitro bacterial growth rate was stable over the rangeenfiperatures used in
the study, the authors concluded that enhancedvalirat higher temperature most likely
resulted from the enhancement of host defense mierha (Klugeret al. 1975). Similarly,
increasing temperature can induce a better antibbedgonse inXenopus (Wabl and Du
Pasquier 1976) and promotes a more efficient Tresfponse as evidenced by faster skin graft
rejection (Roberet al. 1995). By contrast, decreasing temperature has deeumented to
induce host immunosuppression and enhance infeatioseveral systems such as winter
saprolegniosis in channel catfish (Biyal. 1993). In the context of our experiment, we can
speculate that the increase of infection sevenitgald conditions, especially for LF tadpoles
might have been induced by immunosuppression inhtie# but further investigations are
needed to clarify this relationship.

Finally we noticed that control mortality was hightban previously observed in similar
conditions (Echaubarat al. 2010). However, differences in mortality betweeontcol
tadpoles and tadpoles exposed to combinationseatnrent was not statistically significant
and did not affect the relative statistical rankiofj tadpoles from different treatments,

confirming in turn the validity of our conclusions.

3. Ranavirus reaction norms in response to temperate

Reaction norms in pathogen infectivity resultingnfr G x E interactions are far less
documented and most of the information availablme® fromin vitro studies. For instance,
temperature can regulate the kinetics of virusicapbn as temperature influences the rate of
viral protein and nucleic acid synthesis (Stair3&)9 In general, lower temperature inhibits
virus replication and infection is limited,whilerus reproduction within the host increases
with temperature until a particular threshold (Gha@sd Bhattacharyya 2007). This pattern
has been documented in several virus genera imgudbaculoviruses, NPV (nuclear
polyhedrosis virus; Ribeiro and Pavan (1994) andSW®white spot syndrome virus; Daf
al. (2006, 2008). In the case of ranaviruses, FV3dR”fous 3) isolated from frogs in the UK
growsin vitro between 8 °C and 30 °C with slower replicationokell5 °C and the fastest
replication observed at 30 °C. In salamanders, rdmavirus ATV Ambystoma tigrinum
Virus) replicates very rapidly at 26 °C, more gralljpat 18 °C, and very slowly at 10 °C
(Rojaset al. 2005). However, ATV fails to develop lethal infieet at 26 °C but can cause
100% host mortality when infection occurs at 18 (Rbjaset al. 2005). This observation
suggests that low temperatures likely induce hastunosuppression while higher

temperature enhances the host immune function éntugircumvent virus replication (Rojas
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et al. 2005). Preliminary data aboirn vitro replication rate of the three strains used in this
experiment, suggest that they follow similar tenap@re dependent patterns for replication
and infection (Echaubaret al., unpublished data). Furthermore, we observedahatrains
reached their maximum (100%) virulence in coldemngeratures, indicating that lowering the
temperature potentially induces host immunosupessithout impeding virus replication.
Interestingly, in warm temperatures, mortality die infection varied with the different
strains, suggesting strain-specific thresholds riplication rate maximization. Therefore,
together with temperature-dependent susceptililithe hosts, such strain-specific thresholds

of virulence are likely the source of the &Gp X E interactions we observed in this system.

4. Conclusion

The genetic specificity of amphibian host-ranavirsgain interactions (G x Gp)
documented in this study reveals a strong poteftidrequency-dependent selection (Carius
et al. 2001). Ranaviruses have been involved in epigeaind mass die-offs highlighting
both their roles as a strong source of selecti@hthea existence of host-pathogen coevolution
in this system (Collins and Storfer 2003, Teacdtieal. 2009, Milleret al. 2011). Our study
suggests that Red Queen dynamics and the potex@lolutionary trajectories in host-
pathogen systems might be dependent on the envemanim which the interaction occurs
(Thomas and Blanford 2003, Lazzaro and Little 200®Jinska and King 2009). For the first
time in a vertebrate-pathogen system, we reveabticerrence of x Gp x E interactions
whereby amphibian host susceptibility to ranaviiestemperature, host, and pathogen
genotype-dependent. Furthermore, the suite of owtsas very likely to be larger in natural
conditions where other environmental variables saghesource availability (Bedhomree
al. 2004) and developmental stage (Johnsbal. 2011) play roles. Thus, environmental
heterogeneity significantly increases the diffiguttf predicting host and pathogen fithess-
related trait variation as the environment mayralteth selection specificity and strength
(Lazzaro and Little 2009, Wolinska and King 200@rding to variation in specific gene
frequencies in nature. We suggest that using aiosacorm approach will be successful in
explaining changes in gene frequencies as a responselective forces in host-pathogen
systems (Cousyat al. 2001, Mitchellet al. 2005) and will lead to a better understanding of
the epidemiology and evolution of ranaviral dissasspecially in the current context of
climate change (Lesbarréresal. 2011, Daskin and Alford 2012).
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Appendix 1. Results of survival analysis for interaction betwdactors. Significant (p<0.005) a posteriori difaces between
levels of factors are indicated by letters. Abbageins: Temperature (Temp.), Warm (W), Cold (C)eSes (Sp.), Leopard Frog

(LF), Wood Frog (WF), Strains (St.)

Effects Treatment Dead Survivors N Total % Dead
Sp * Strains Statistics ( X?=137.22, p<0.001)
LF Azac 30 12 42 0.71%

LF control 26 14 40 0.65

LF SSM 34 8 42 0.81

LF FV3wt 39 2 41 0.95"

WF1 Azac 28 0 28 1.00
WF1 control 25 4 29 0.86

WF1 SSM 27 0 27 1.00
WF1 FV3wt 27 0 27 1.00

WF2 Azac 29 0 29 1.00
WF2 contra 27 4 31 0.87"

WF2 SSM 30 0 30 1.00
WF2 FV3wt 34 0 34 1.00

Temp*Sp Statistics ( X?=20.13, p<0.005)

COLD_LF 82 5 87 0.92
COLD_WF1 54 2 56 0.96
COLD_WF2 60 4 64 0.94
WARM _LF 47 31 78 0.6C"°

WARM_WF1 53 2 55 0.96
WARM_WF2 60 0 60 1.0C°

Temp*Strain Statistics ( X?=21.3, p<0.001)

COLD_Azac 50 1 51 0.98
COLD_Control 42 10 52 0.81
COLD_SsMeV 52 0 52 1.00

COLD_Wt 52 0 52 1.00

WARM_Azac 38 11 49 0.7¢"
WARM_Control 32 16 48 0.67
WARM_SsMeV 42 8 50 0.84

WARM_Wt 49 2 51 0.96

Temp*Sp*Strain Statistics ( X? = 45.04, p<0.001)
COLD_LF_Azac 21 1 22 95.45
COLD_LF_Contro 18 4 22 81.8:
COLD_LF_SsMeV 22 0 22 100.00
COLD_LF Wt 21 0 21 100.00
COLD_WF1_Aza 14 0 14 100.0(
COLD_WF1_Control 12 2 14 85.71
COLD_WF1_SsMeV 14 0 14 100.00
COLD_WF1_Wit 14 0 14 100.00
COLD_WF2_Azac 15 0 15 100.00
COLD_WF2_Control 12 4 16 75.00
COLD_WF2_SsMeV 16 0 16 100.00
COLD_WF2_Wt 17 0 17 100.00
WARM_LF_Azac 9 11 20 45.0(
WARM_LF_Control 8 10 18 44.44
WARM_LF_SsMeV 12 8 20 60.00
WARM_LF_Wt 18 2 20 90.0(
WARM_WF1_Azac 14 0 14 100.00
WARM_WF1_Control 13 2 15 86.67
WARM_WF1_SsMeV 13 0 13 100.00
WARM_WF1_Wt 13 0 13 100.00
WARM_WF2_Azac 14 0 14 100.00
WARM_WF2_Contrc 15 0 15 100.0(
WARM_WF2_SsMeV 14 0 14 100.00
WARM_WF2_Wt 17 0 17 100.00
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Appendix 2. Measures of pathogen virulence and host toleranderesistance in response to the interactionsdegtwpecies and
strains (Sp*Strains), temperature and species (T&pjy temperature and strains (Temp.*Strains) temiperature, species and
strains (Temp.*Sp*Strains).The analyze computed Isg linear analysis of frequency table, Differendetween treatment are
observed for p<0.05

_ VIRULENCE TOLERANCE _ RESISTANCE
Effects Treatment | # inf. # died inf. % virulence #exp. #surv. Inf. % Tolerance | # exp. # non inf. % Rsistance
Statistics (X2 = 26.46, p=0.33) (%= 276.87, p<0.001) (= 43.1, p=0.19)
LF Azac 14 8 57.14 14 6 42.86° 42 28 66.67
LF control 0 0 0 0 0 0 0 0 0
LF SSM 10 9 90.00 10 4 40 42 32 76.19
LF FV3wt 17 16 94.12 17 1 5.9¢ 41 24 58.54
_ WF1 Azac 18 18 100 18 0 0 28 10 35.71
Sp*Stains WF1 control 0 0 0 0 0 0 0 0 0
WF1 SSM 14 12 85.71 14 0 0 27 13 48.15
WF1FV3wt 10 10 100 10 0 0 27 17 62.96
WF2 Azac 15 15 100 15 0 0 29 14 48.28
WF2 control 0 0 0 0 0 0 0 0 0
WF2 SSM 11 11 100 11 0 0 30 19 63.33
WF2 FV3wt 13 13 100° 13 0 0 34 21 61.76
Statistics (X2 =130.81, p<0.001) (%= 148.82, p<0.001) (= 249.84, p<0.001)
C_LF 25 24 96 25 1 4" 65 40 61.54%
C_WF1 25 23 92° 25 0 0? 42 17 40°
Temp.*Sp C_WF2 21 21 100° 21 0 0° 64 27 42%
W_LF 16 9 56.25" 16 10 62.5° 60 44 73.33°
W_WF1 17 17 100° 17 0 0? 40 23 58"
W_WF2 18 18 100° 18 0 0° 45 27 60°
Statistics (X?=23.19, p=0.87) (%=50.1, p=0.02) (X=34.9, p=0.33)
C_Azac 23 22 95.65% 23 1 4.35% 51 28 54.9%
C_Control 0 0 0 0 0 0 0 0 0
) C_SsMeV 22 20 90.91° 22 0 0 52 30 57.69°
Temp.*Strains C_Wt 26 26 100° 26 0 0 52 26 50°
W_Azac 24 19 79.17° 24 5 20.3° 48 24 50¢
W_Control 0 0 0 0 0 0 0 0 0
W_SsMeV 13 12 92.31° 13 4 30.77° 47 34 72.34%0c
W_Wt 14 13 92.86° 14 1 7° 50 36 72¢
Statistics (X2=3.9, p=0.94) (X=247.52, p<0.001) (= 40.13, p=0.02)
C_LF_Azac 8 7 87.50% 8 1 12.5% 22 14 63.64%
C_LF C 0 0 0 0 0 0 0 0 0
C_LF_Ss 6 6 100* 6 0 0 22 16 72.73
C_LF_Wt 11 11 100° 11 0 0 21 10 47.62%
C_WF1_Az 11 11 100° 11 0 0 14 3 21.43°
C_WF1_Cl 0 0 0 0 0 0 0 0 0
C_WF1_Ss 8 6 75.00° 8 0 0 14 6 42.86%
C_WF1_Wt 6 6 100° 6 0 0 14 8 57.14%
C_WF2_Az 4 4 100° 4 0 0 15 11 73.33°
C_WF2_C 0 0 0 0 0 0 0 0 0
Temp.*Sp*Strains ~ C_WF2_Ss 8 8 100° 8 0 0 16 8 50%
C_WF2_Wt 9 9 100° 9 0 0 17 8 47.06%
W_LF_Az 6 1 16.67° 6 5 83" 20 14 70°
W_LF C 0 0 0 0 0 0 0 0 0
W_LF_Ss 4 3 75.00° 4 4 100° 20 16 80%*
W_LF_Wt 6 5 83.33° 6 1 17 20 14 70°
W_WF1_Az 7 7 100° 7 0 0 14 7 50°
W_WF1_C 0 0 0 0 0 0 0 0 0
W_WF1_Ss 6 6 100° 6 0 0 13 7 53.85%
W_WF1_Wt 4 4 100° 4 0 0 13 9 69.23%
W_WF2_Az 11 11 100° 11 0 0 14 3 21.43°
W_WF2_C 0 0 0 0 0 0 0 0 0
W_WF2_Ss 3 3 100° 3 0 0 14 11 78.57%
W_WF2_Wt 4 4 100° 4 0 0 17 13 76.47%
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Abstract

Pathogens have important effects on host life-hystraits, but the magnitude of these
effects is often strongly context-dependent. Thiemue of an interaction between a host and
an infectious agent is often associated with thesllef stress experienced by the host.
Ranavirus causes disease and mortality in amphibian popustin various locations around
the world but most known cases of ranaviral infacthave occurred in North America and
the United Kingdom. While ranavirus virulence hasei investigated, the outcome of
Ranavirus infection has seldom been related to the hostrenwient. In a factorial
experiment, we exposed Northern Leopard Fitath¢bates pipiens, formerly Rana pipiens)
tadpoles to different concentrationsRenavirus and investigated the effect of host density on
certain life-history traits, namely survival, grdwtate, developmental stage and number of
days from virus exposure to death. Our results ssigg prominent role of density in driving
the direction of the interaction betweknpipiens tadpoles and ranavirus. We showed that
increasing animal holding density is detrimental fiost fithess as mortality rate is higher,
day of death earlier, development longer and grawaté significantly lower in high density
tanks. We observed a linear increase of detrimaftetts when ranavirus doses increased in
low density conditions, with control tadpoles hayia significantly higher overall relative
fitness. However, this pattern was no longer obextim high density conditions, where the
effects of increasing ranavirus dose were limitedected and control animals fithess were
consequently similar. We speculate that the host eventually diverts the energy required
for a metabolic/immune response triggered by tifection (.e., direct costs of the infection)
to better cope with the increase in environmensaless” associated with high densitye,(
indirect benefits of the infection). Our resultsistrate how the net fitness of organisms may
be shaped by ecological context and emphasizedbessity of examining the direct/indirect

costs and benefits balance to fully understand-pastogen interactions.
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Introduction

Pathogens are known to affect their hosts in aetyaonf ways (Poulin 2007). Most of the
studies investigating the relationship betweendastl pathogens have focused on the direct
effects that pathogens have on host life hist@igy usually including measures such as body
length, body weight, growth rate, and survival (Matakis 2007). Traditionally, quantifying
the variation in these traits following infectios iised to assess pathogen virulence and host
fitness effects. However, beyond the effect a pge¢hacan have on host-specific fitness traits,
attention has also been given to the role that queths can play in structuring host
communities and affecting population dynamics (boreand Tilman 2005). While local
extinction due to pathogen exposure is rare (seenidgham and Daszak (1998) for an
example) the extent of detrimental effects causgd Iparasite may depend on biological
factors such as the pathogen’s mode of transmigkipsitch et al. 1996), the host genotype
(Cariuset al. 2001), and the host condition (Seppélal. 2008, Brownet al. 2000). Some of
these features have been reported to be highlyexbrlependent. For instance, previous
studies have suggested that the degree of diffatenbrtality suffered by infected hosts is
linked to the specific host-pathogen relationshigt, may also be influenced by the type and
level of stress experienced by the host (Wakel89).9

Relationships between pathogens, parasites andoamental disturbance have recently
been addressed in human-modified systems (Lebdrbaetal. 2008), whereby pesticides or
other pollutant exposure has typically been foumérthance parasite virulence (Lafferty and
Holt 2003, Coort al. 2008) due to a reduction of the host immune fmc¥ang and Glaser
(2002). At the same time, natural environmentattflations can also interact with pathogen
virulence. For instance, host population increasey head to an increase in intraspecific
competition for food resources (due to the reductibper capita food availability) that may
affect host traits such as body size, body weigtawth rate, and reproductive ability and in
turn affect the pathogen virulence and epidemiol@yeberg 2002). High density situations
may also result in an increase in the contact lbateveen individuals that can be stressful
(Renshaw and Service 1993), and may also boosbgathtransmission rated,, horizontal
transmission (Arnebergt al. 1998)) and subsequent pathogen load and viruleRoe.
example the Gray Treefroglyla versicolor) can co-occur in temporary and permanent ponds
with a snail Pseudosuccinea columella) that is frequently infected with the digenetic
trematodeTelorchis spp., whose free-swimming cercariae infictversicolor tadpoles. One
study (Kiesecker and Skelly 2001) has shown thatpttesence of infectdél columella had
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strong negative effects on the performance of dragfrog larvae. This effect, however,
depended on whether ponds were temporary or pentat@nporary pond animals were
exposed to higher rates of infection, suggestingraportant role of snail and tadpole density
on subsequent infection status (Kiesecker and WK&ll01). Density fluctuations may
therefore be a key component of host-pathogenadatiens, evolution and epidemiology.
Ranaviruses are highly virulent pathogens knowimfiect fish (Maoet al. 1997), reptiles
(Hyattet al. 2002) and a wide range of amphibian species ([Rastzal 1999, Dochertgt al.
2003, Jancovichet al. 1997). Effects of ranavirus seem to be widespreadthey cause
disease and mortality at various locations worlénvbaszak and Cunningham 1999). Most
known cases of ranaviral infection that have bedsgaately studied have occurred in North
America (Jancovictet al. 2001, St Amouret al. 2008, Bollingeret al. 1999) and the UK
(Cunningham 1996, Cunningham 2001, Teaehat. 2010). Ranaviruses are now recognized
as important pathogens and ranaviral diseaaekisowledged by the World Organization for
Animal Health (OIE) (http://www.oie.int/eng/maladien_classification2010.htm?e1d7). This

underlies the importance of studying what factoes/raffect the virulence and distribution of
this pathogen.

We experimentally investigated whether ranavirusect$ were modulated by
environmental conditions and by inoculation doddsre specifically, we tested whether
increased host density plays an important roleh dutcome of the interaction between
ranavirus and.. pipiens tadpoles. In particular, we predicted an increzsenavirus effects
(virulence) when host density and inoculation dosgease. We define virulence as the
overall detrimental effect a parasite or pathogas &n the fitness of its host (see Poulin and
Combes (1999) for a discussion).

Although our results demonstrate a density-condigapression of ranavirus virulence,
they only partially support our prediction. We sleairhat increasing density is detrimental
for the host fitness as mortality rate is highery @f death earlier, development longer, and
growth rate is significantly lower in high denstanks. However, while we observed a linear
increase of virulence when ranavirus doses incceaséow density conditions, the pattern
disappeared in high density conditions where imf@and control individuals had the same
relative fitness. Direct costs of infection haveqgmtially been balanced by indirect benefits in
deteriorating environmental conditions, therefoustsaining the relative fitness of infected
hosts.
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Materials and methods

1. The Host-Pathogen System

a. The pathogen: ranavirus

Most of what is presently known about ranavirused®ased on studies of Frog Virus 3
(FV3), and theAmbistoma tigrinum Virus (ATV) the type strain of th&®anavirus genus for
anurans and salamanders respectively (Bruanar 2007, Chinchar 2002). Amphibians are
most vulnerable to ranavirus infection during tlaeval or early metamorphic stages of
development, and mortality of infected animals alssually occurs during these
developmental stages. While vertical transmiss@s lieen suggested (Duffetsal. 2008) but
not verified, horizontal transmission of the viriss well known and can occur in three
different ways: through direct contact with infegtt@dividuals (Schoclet al. 2008), through
cannibalism of infected individuals (Harp and Pekaa2006), or through exposure to infected
water and sediment (Jancoviehal. 2001). Effects of ranavirus infection can somesrbe
seen externally as skin ulcerations or systemiecnioaghaging (Druryet al. 1995). However
signs of infection are not always noticeable (Brenmat al. 2005). For our study, we used a
ranavirus (FV3) isolate derived from the wild typeus originally cultured by Granoff in
1965 (Granoff 1965). High titer stocks were kindbyovided by Dr. Jacques Robert
(University of Rochester Medical Center, Rochedtef, USA) and stored at -80°C. As titer
accuracy may be lost after few freeze/thaw cychessplit the entire volume solution of the
virus stock into several 1ml “single-use” vials.rSequently only “fresh” virus solution was

used for experimental inoculation.

b. The host: the Northern Leopard Fragtjobates (Rana) pipiens)

In Ontario, Canada, the Northern Leopard Frogssrithuted widely and can be found in a
variety of habitats. This species was once quit@mon through parts of western Canada
until declines started occurring during the 1970&Igon et al. 2008, Werner 2003). Many
populations of Northern Leopard Frogs have notversd from these declines (Wilsenal.
2008). Northern Leopard Frogs are a good modehiistudy of ranavirus epidemiology due
to their wide distribution, presence with other @pe potentially acting as reservoirs for
pathogens (Schoc# al. 2008), and reported sensitivity to human influefeg., pesticide
exposure (Christin 2003).
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2. Experimental Procedure

a. Experimental design

The tadpoles used in this experiment were obtdirmed Dr. Vance Trudeau (University of
Ottawa, Ottawa, Ontario) in November 2008. Thespdies were produced from a captive
breeding trial of originally wild-caught. pipiens adults that were captured in pristine areas
near Ottawa, Ontario. Adult exposure to ranavirtierpto laboratory breeding can not be
ruled out. However, there is no evidence for vattitansmission and as all tadpoles were
bred from the same parental stock and under thee seonditions, there should be no
consistent difference between tadpoles used iregperiments. Thirty aquariums containing
3 L of dechlorinated water aged for three days weparated into one group of 12 low
density tanks and another group of 12 high dentitjks composed of the four dose
treatments (Control, Dose 1, Dose 2. And Dose @)aated three times. Subsequently, 20 or
40 tadpoles, Gosner stage 25 (Gosner 1960) wedemsdy added into each of the low or high
density tanks, respectively. In our experiment, ldve density tanks correspond to a density
of 6.6 tadpoles/L while the high density treatmemtresponds to a density of 13.3 tadpoles/L.
To our knowledge, there are no good data concermingrmal density df. pipiens tadpoles
in nature. However, 10 tadpoles/L is commonly usgdamphibian rearing facilities to
maximize tadpole metamorphosis (Paula Jackman, pem.). After 24 hours, all tadpoles
from each tank were placed together in a plasatalong with 100 mL of ranavirugfected
water containing a gradient of ranavirus doses. fbloe doses of virus were: 100 pfu/ml
(Dose 1), 1,000 pfu/ml (Dose 2), 10,08@/ml (Dose 3), plus a control dose (no virus)eTh
tadpoles were left in the “infection solution” five hours before they were transferred, along
with the 100 ml of the virus-containing water, bacto their respective tanks. Each tank was
equipped with an approximately 16 cm long piec&.6fcm diameter PVC pipe cut in half to
provide some cover for the tadpoles. The tadpolke®vied on a weekly basis with standard
tadpole food (Carolina Biological Supply Companywrlhgton, NC) at 45 mg/tadpole for
week 1, 90 mg/tadpole for week 2, and 180 mg/taslfmi week 3 and for the duration of the
experiment. A 12:12 L:D photoperiod was used in etpberiments. Prior to ranavirus
exposure, 10 tadpoles from each tank were randseigcted to be weighed and their body
length (nose to tail) was measured using an eleictroaliper (VWR, Catalogue Number
12777.830, £ 0.005 mm). This provided an averadgpdke size and weight per tank at the
beginning of the experiment and was further usesktomate growth rate (see below).
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b. Daily monitoring

All tanks were monitored on a daily basis. Deagtdels were removed as soon as noticed
using assigned disposable plastic pipettes andriaquanets to avoid any scavenging. Upon
removal, dead tadpoles were weighed and their bedgth and body weight measured as
above. The developmental stage of each dead tadpaterecorded (Gosner 1960) and
tadpoles were placed into individual plastic viiilled with 70% ethanol and stored at -25
for subsequent analyses.

Starting on week 3 the water in each tank was ceplance a week by clean filtered water
that had been aged for 24 h. As a result, tadpeége held in virus-containing water for three
weeks. This was considered long enough for tadpold® in close proximity with residual
infection therefore approximating natural virus espre conditions. For instance.,
clamitans and L. sylvaticus tadpoles have been reported to show a behaviesplonse to
avoid trematode parasites (Koprivniker al. 2006). It is therefore possible that tadpoles
would avoid pathogen-contaminated water, providialgvance to this exposure scenario.
Food was administered to each tank after weeklyemwahanges. Removed contaminated
water was treated with 5% bleach and left to gitZ@ days to kill off any remaining virus
before being discarded. The experiment lasted #3,dahich provided enough time for
surviving Northern Leopard Frog tadpoles to metghose into juveniles in our controlled
laboratory conditions. At the end of the experimeait the remaining individuals were
euthanized using MS-222 following the protocol #2@3-05 approved by the Laurentian
University Animal Care Committee. All the other pealures used in this experiment follow
the protocol # 2008-09-03 approved by the Laurertlaiversity Animal Care Committee.

3. Life History Traits

In addition to initial body size and weight, firntaldpole weight and size were recorded for
each tadpole after their death. Percent mortaditsgrage day of mortality, developmental
stage, and growth rate was also determined. Theepemmortality was calculated by
determining the percentage of tadpoles that dieth feach tank at the end of the 70 day
experiment. The average day of mortality was caleual as the average day tadpoles died in
each tank. The growth rate was calculated for ¢adpole by subtracting the average initial
tadpole length (calculated from the initial ten gats measured per tank) from the final
tadpole length and dividing by the number of daye ttadpole survived. Tadpole

developmental stage was assessed using Gosner clatnen (Gosner 1960)
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4. Statistical Analysis

Data on host fitness traits were analyzed usinglddctorial ANOVA model, with density
and virus doses as fixed factors. When the stanassdmptions of analysis of variance were
not met, even after lqg transformation, we used the non-parametric SchBay-Hare
extension of the Kruskal-Wallis tedt (statistic; Sokal and Rohlf (1995)). Sums of squares
based on rank transformed data were used. Alsstati analyses were performed using JMP
software version 8.0.1 (SAS institute Inc., USA).

5. Infection Screening

Post-experiment screening of infection was donePRR. Animals were dissected, the
liver extracted, crushed into 1.5 ml Eppendorf sibed the resulting tissue mixture was used
in the extraction protocol. DNA was extracted usi@QtAmp DNeasy Kit following the
standard protocol (Qiagen). Extraction negativdscivconsisted of lysis buffer and no DNA
as well as samples from non-infected individualsrevused to determine if cross-
contamination occurred while processing samplesrgHand Petranka 20Q6)-or virus
detection, we used a primer known to successfullpldy ranavirus, specifically Frog Virus
3: MCP- ranavirus -F (5-GACTTGGCCACTTATGAC-3) anMCP-RanavirussR (5'-
GTCTCTGGAGAAGAAGAA), following the PCR conditionssted in Mao et al (Maet al.
1997) and adapted according to (Duféiigl. 2008, Greegt al. 2005 94 °C for 5 min, 94 °C
for 30 s, 60 °C for 30 s and 72 °C for 30 s. Thaswycled 35 times and completed by a final
extension of 2 min at 72 °C. This specific primasibeen used in other stud{®sarmaret
al. 2004, St Amour and Lesbarreres 20@nyd is known to amplify a portion of the major
capsid protein within the frog virus 3 genoiiMao et al. 1997). Samples are then run on a
1% gel at 100V for 1 h. Gels were stained with @gitn bromide and virus presence was
determined by the presence or absence of a bandd&00 base pairs. A sample known to
be infected from a previous study was used as aiywsontrol (St Amour and Lesbarréeres
2007) Overallinfection rate for Dosel was 22%, 25% for Doser2l 28% for Dose 3. None
of the control larvae were infected. In the fieldnavirus infection rates may oscillate
between 0 and 63%, but mostly range between 0 @¥d(Buffuset al. 2008, St Amouet al.
2008) . Our infection rates were therefore in agrest with those found in the field

suggesting the applicability of our results todistudies.
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Results

From the 720 tadpoles originally entered into tkpegiment, 55 individuals were missing

due to scavenging/cannibalism and therefore a tdtéb5 individuals were included in the
analysis.
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Fig 1. Interactions between tadpole density and expasose (Dose 1 = low dose, Dose 2 = medium dose, Dose
3 = high dose; control animals were not exposedrawavirus). Mortality rate (A), day of death (B)
developmental stage (C) and growth rate (D). Lstterdicate grouping based on observed means in

homogeneous subsets. Significant difference®.05) between means imply grouping in differerisais (a or
b) are based on a Tukey post hoc test.

1. Mortality patterns

Few deceased tadpoles showed external signs ofirasianfection such as blood near the

mouth or cloacal region. This observation seemgdaicate a rather low virulence of the
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ranavirus strain used. Nevertheless, the averagememortality that occurred in the high
density tanks was almost twice as high as the peroertality observed in the low density
tanks (Fig. 1A, Table 1). In the low density tantee high dose (Dose 3) caused the highest
percent mortality, followed by Dose 2, then Dosard the control (Fig. 1A). The same dose
response was not seen in the high density tantkeyuah the results were not significant, with
fewer tadpoles dying when exposed to Dose 3 as amdpo tadpoles exposed to lower virus

doses.

Table 1. Results of analysis of varianceé Ratio) and Sherrer-Ray-Hare extension of the KaligKallis test H
Ratio) representing the effect of dose, densitfixasl effects and their interaction on mortalitgydof mortality
and growth rate of leopard frog tadpoles. All talégowere included to calculate percent mortalitg day of
death, but only tadpoles that survived until thel efi the experiment were used to calculate growth.r *
indicates significance (p<0.05)

Responsedffects Raw numbers F/H Ratio Df p value

%Mortality

Dose d1=34.20, d2=48.38, d3=38.41,c=35.03 F3 604= 3 0.9281
Density h=42.45,1=35.23 F1 604 = 1 0.0054*
Dose x Density ~ L1= 14.69, L2= 25.55, L3= 32.73,Lc= 14.91, H1= 53.71, H2= 59.79, H3= 46, Hc= F3 600 = 3 0.729
Day of Death

Dose d1=50.42, d2=49.14 ,d3=42.58, c=51.28 H=13.494 3 0.0037*
Density h=46,1=59 H=13.125 1 0.0003*
Dose x Density L1=62.96, L2=63.38, L3=48.05, Lc=63.23, H1=43.7, H2=47.18, H3=40.18, H=7.813 3 0.05*
Dev. Stage

Dose d1=29.93, d2=29.10, d3=29.19, c=31.348 F3 604= 3 0.008*
Density h=28.47,1=32.382 F1 = 1 0.0001*
Dose x Density L1=31.9, L2=32, L3=30.9, Lc=34.6, H1=28.2, H2=28.2, H3=28.4, Hc=29 F3 624= 3 0.153*
Growth Rate

Dose d1=0.010,d2=0.009,d3=0.009,c=0.012 H=14.196 3 0.0027*
Density h=0.009,/1=0.014 H =39.252 1 <0.0001*
Dose x Density L1= 0.015, L2= 0.012, L3= 0.010, Lc= 0.018, H1= 0.007, H2= 0.008, H3= 0.009, H=12.860 3 0.0049*

2. Day of death.

The effect of virus dose on the tadpoles’ day ofrtalily was statistically significant
(Table 1;H = 13.494, df = 3, p = 0.0037). In low density tantadpoles exposed to Dose 3
died on average on day 46 as compared to tadpotég icontrol tanks that died on day 63 on
average. Rearing Northern Leopard Frogs througlametphosis in the laboratory can be
difficult and a certain amount of mortality in cawittanks is not unexpected. Density had a
significant effect on the day of death for all tar(Riable 1), with tadpoles in the high density
tanks dying, on average, earlier than tadpolesha low density tanks (day 46 and 59
respectively;H = 13.125, df = 1, p=0.0001). The statistical iatd#ion between dose and
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density was marginally significant for day of deéth= 7.813, df = 3, p = 0.05; Fig. 1B) with
tadpoles exposed to Dose 3 dying significantlyieaih low density tanks but not when held
in high density conditions (Fig. 1B, Table 1).

3. Developmental stage at death

Overall, tadpoles in our experiment died on averggtage 30 but significant differences
were observed between density treatments. In lawgitletreatment tadpoles died on average
at stage 32 whereas in high density conditions theg at stage 28 (F = 64.469, df = 1, p <
0.0001, Table 1, Fig. 1C). While the statisticakmction between dose and density is not
significant (F = 1.763, df = 3, p=0.153, Table tljsi worth noticing that control tadpoles in
low density tanks reached a significantly more adea stage of development than infected
larvae (F = 4.252, df = 3, p = 0.006, stage 34cfontrolvs. 32 for dose 1, 32 for dose 2 and
30 for dose 3, Fig. 1C).

4. Growth rate

The average growth rate was significantly highertépoles in low density tanks (0.009
g/dayvs. 0.014 g/day for low and high density tanks, retipely; Table 1, Fig. 1D). A
statistically significant interaction between déysind virus doseH= 12.860, df =3, p =
0.0049) was also observed. In the low density tdnégadpoles with the lowest growth rate
were those exposed to the highest virus dose {Bjyindicating a dose response at this
density: there were significant differences betwbese 3 and control, and Dose 2 and
control F = 14.64, df =1, p < 0.001 aid= 6.07, df = 1, p = 0.0141, respectively). The
difference in growth rate between Dose 1 and comtas not statistically significant. In high
density tanks however, no statistical differencesenobserved but tadpoles exposed to the
highest dose tended to have a higher growth rate tddpoles infected by either Dose 1 or the
controls (Table 1, Fig. 1D).

Discussion
Our results revealed that ranavirus virulence kslyi density-dependent, and that when
compared to unexposed animals held under the samditions, the overall effects of

Ranavirus infection appears to be relatively more severanimals held in low density as

compared to animals held in high density.
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1. Context-Dependent Virulence of Ranavirus

a. Doses

In the low density tanks, the effect of FV3 dosehmst fithess was consistent with our
prediction that an increase in FV3 dose would tesulincreased mortality, significantly
earlier mortality, reduced developmental rate ansigaificantly decreased growth rate of
leopard frog tadpoles (Fig. 1). This dose-resp@ifeet is supported by a number of previous
studies. Duffust al. (2008) showed that an increase in FV3 dose rasuitdigher rates of
virus infection in wood frogl(. sylvaticus) tadpoles. Brunnegt al. (2005) observed that the
odds of mortality increased approximately by adaaif 2.4 for every tenfold increase in
ATV dose in tiger salamanderarfbystoma tigrinum), with the greatest mortality at a dose of
10,000 pfu/mL. These authors also observed aneeadly of mortality as ATV dose
increased (Brunnegt al. 2005). Our results similarly suggest that an iaseein FV3 dose
reduces the fitness of leopard frog tadpoles. Ehisot unexpected as a deterioration of host
fitness generally occurs when a pathogen load @se® in a host since pathogen
multiplication leads to resource depletion in tlsthpotentially leading to death or morbidity

if the process is not prevented by host immunersefe (Schmid-Hempel 2009).

b. Density

In high density tanks, tadpole mortality was highday of mortality was earlier,
developmental rate was lower, and growth rate wa®i than in low density tanks (Fig.1,
Table 1). This suggests an overall increase ofteldteis effects when population density
increases. In our case, the increase in deletegtiasts may be explained by at least three
mechanisms that may act separately or synergisticaldecrease in resource availability
(Joshi and Mueller 1996), an increase in contaet mnd/or pollution by conspecifics. In our
study, tadpoles were fedl libitum to avoid competition for resources and minimize gkress
associated with resource appropriation; therefared favailability and stress related to
resource appropriation potential should not hawenhafluential in the current experiments.
Second, increasing contact rate between individeeatsbe a stressful situation (Renshaw and
Service 1993) and may also increase horizontabtngssion of pathogens (Arnebeggal.
1998). As a result, the pathogen burden should igkeh in individuals in high density
conditions, resulting in increased deleterious@ff®f the pathogen. However, the pattern we
observed did not completely support such a scendéf® did observe an overall decrease of

host fithess but the relative fitness of tadpolest thad been exposed to higher doses of
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ranavirus compared to tadpoles exposed to lowezsdosranavirus did not illustrate a clear
effect of dose level on the amount of horizontahtmission (Fig. 1).

Finally, pollution by conspecifics has been sugegsb be important factor in animal
health in small aquatic systems (Bedhometeal. 2005). The major nitrogen excretory
product of tadpoles is ammonia, a compound whidtigkly soluble in water. In high density
environments, environmental ammonia levels may mmecdoxic to tadpoles. Effects of
elevated levels of ammonia include disruptionsearebral blood flow, interruptions in nerve
conductance, modifications in the blood-brain learras well as alterations to fat and
carbohydrate metabolism in a variety of tissuesemitally resulting in convulsions, coma or
death of the organism (Burgedt al. 2007, Jofre and Karasov 1999, Wright 1995). While
pollution by conspecifics may have been a factopived in deteriorating tadpole fitness in

our experiment, further investigation is neededisentangle this hypothesis from others.

c. Interaction of dose and density

Both increasing virus doses and host density redideparately in a deterioration of host
fithess. However, the linearity of the relationshgtween virus dose and host fithess appears
to be influenced by the density context in which thfection occurs. In high density tanks
tadpoles exposed to the high dose (Dose 3) prasaigher survival than tadpoles exposed to
lower virus doses or no dose at all, although #silts were not statistically significant (Fig.
1A). For the time of death, developmental stagd,tae growth rate in high density tanks, the
virus-exposed animals were essentially indistingaiide from the non-exposed animals (Fig.
1B-D). On the other hand, there was a trend foosedesponse relationship between virus
exposure level and fitness in low density tanke:higher the dose the more serious were the
effects seen in the exposed animals. We proposéathtine traits assessed in this experiment,
being infected by a pathogen under high densitylitimms may be relatively less detrimental
than expected, as its specific effects are maskddiduted by the overall increase of stressful
conditions. The relative fitness of infected tadyoin high density tanks therefore increased
as compared to what occurred in animals in low idgeenditions, in turn leading to a status
quo between control and infected individuals im®iof relative fithess. These results suggest
a condition-dependence of ranavirus virulence inyimg density environments whereby
ranavirus observed relative virulence decreasdédeasnvironment induced more stress in the
tadpoles. Several studies support the assumptian ethvironmental stress aggravates the
effects of infectious diseases and good exampkegiaen in the context of toxic chemicals
(Khan 1990), malnutrition , thermal stress (Bena&tal. 2006, Harvellet al. 1999), UV-B
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radiation (Guayet al. 2009) and population density increase. Howevenettare substantial
theoretical and empirical reasons to expect thateasing environmental stress does not
necessarily lead to increased pathogen virulenepp@aet al. 2008, Lafferty and Kuris
2005)

2.When Being Infected is no Longer Detrimental.

Our results suggest that for some traits that aecttly linked to host fitness (mortality
rate, day of death, growth rate), individuals watlsubstantial pathogen burden are no longer
suffering a disadvantage relatively to less- or-mdeacted individuals in deteriorating or
stressful conditionse(@., high density conditions) suggesting limited eféeof increasing
Ranavirus dose in high density conditions. There are sevexatons why this may have
occurred in the present experiments. First, upoimgbénfected at the beginning of the
experiment, the tadpole immune system was liketivaied by ranavirus exposure (Gantress
et al. 2003) and an associated general metabolic enhamtemmay have occurred. While
amphibian larvae fail to express their MHC Classiinunity until metamorphosis, they do
have CD8 T cells (Du Pasquieral. 1989), and several other immune features are prase
the larval immune arsenal early after hatching (3edPasquieet al. (1989) and Robert and
Ohta (2009)). InXenopus laevis liver, activity of Recombination Activating Gen@RAG) is
detectable as early as three days after fertibpa{iMu3mann and Du Pasquier 1998),
rearrangement of the Immunoglobulin heavy chainstan day 5 and the larval type B-Cell
Receptor (BCR) and T-Cell Receptor (TCR) repertoaee present within the first week after
hatching. While no specific immune response tangeEV3 is likely to have occurred in the
larvae (as there is only low or no surface MHC lagxpression in tadpoles (Robert and
Ohta 2009)), it seems nevertheless reasonable somas that the tadpole’s early-stage
immune arsenal is activated as a reaction to F¥&iion (Flajnik 1996). Additionally, it is
likely that a general metabolic enhancement ocdumeresponse to infection during the
average duration of tadpole development. In factpoles died at stage 30 on average, when
independent feeding and normal metabolic functiesalready set (Gosner 1960). Second,
we observed a relatively low tadpole mortality rasecompared to similar studies (Gantegss
al. 2003). This suggests a rather low virulence (a@efims the detrimental effect on host
fitness of a pathogen) of the ranavirus strain usegerhaps that the host developed some
general immunity to this strain in nature. Moreqube difference in mortality rates observed
between our study and other similar studies magdseciated with the condition in which the

larvae were infected. In our study, we did not ¢hjeéhe tadpoles intraperitonealy with a
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solution containing FV3 but bathed the tadpoled=\f8 solutions to better mimic natural
conditions of exposure. It is likely that the amboh viral particles in each individual was
therefore lower as compared to intraperitonealgatgd individuals, in turn explaining the
relatively low mortality rate observed in our exipegnt.

Given these three considerations, a potential sicecauld be proposed to support the
trade-off observed between infection and densimgsses. The early activation of the infected
tadpoles’ immune system, together with an enhanoewietheir general metabolic state in
response to FV3 infection, might have compensaiethke detrimental physiological effect of
density increases over the experiment. Such irtieracould have maintained relatively
similar “health” conditions of infected larvae asmgpared to non-infected larvae under our
stressful holding conditions and may thereforeeetfh subtle interplay between direct costs,
compensatory byproducts (indirect benefits) of ¢titen and stress effects. However, this

scenario remains speculative and needs furthesiigetion.

3. Conclusions

Our results, in line with theoretical consideraipsuggest the importance of considering
both direct and indirect effects of pathogen infactin estimating the fitness effects on the
host (Pagaret al. 2009). While further quantitative assessmentsaatdrs such as tank
pollution and virulence would be needed to bettadtaustand the underlying mechanisms of
the host-pathogen system we studied under varyamgity conditions, our results illustrate
the importance of considering such context-depengeocesses for understanding the
dynamics and coevolution of geographically strustiupopulations evolving under different
ecological pressures. In the current conceptuahdrgork of the dynamics of host-pathogen
evolutionary ecology, these condition-dependentgsses need to be integrated by the broad
community of pathogen researchers to focus studsigdeand enlarge the scope of
investigations. Only by investigating host-pathogelationships in an integrative framework
will researchers truly understand the evolutionacplogy of these relationships (Sual.
2009).
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Abstract

Pathogen infection rate is a key parameter detengidisease virulence and the potential
for transmission. Consequently, accurate quantifinaof infection patterns is critical for a
better understanding of disease epidemiologicaladyo. Furthermore, while among-
individual transmission of infection is importamjthin-host infection dynamics and the
delineation of critical periods of disease vulndrgb during host development remain
relatively poorly understood. Our study investigathe susceptibility otithobates (Rana)
pipiens hatchlings and larvae to ranavirus (FV3) and caegbainfection rates among
developmental stages in a two-step laboratory éxaet.

Our three objectives were: 1) to quantify the highinfection rate and to assess potential
routes of infection, 2) to estimate the potentidluence of hatchling exposure on tadpole
infection rates and investigate the infection cavegr rates between hatchlings and tadpoles
and 3) to assess the virulence of the virus wigjare to the time of infection and number of
exposures.

Our results indicate a varying susceptibility tmagirus between developmental stages
with hatchlings (Gosner stage 21 to 25) being nsusceptible to infection than tadpoles
(Gosner stage 26-35). Our study also reveals ttenpal for early hatchlings to bear a basal
infection possibly acquired during the first hopost-hatching when they were feeding on the
jelly (jelly surface transmission hypothesis), f&éag in high infection rates. Additionally, the
infection carry-over patterns (62% infection raténatchlings vs. 12-20% in tadpoles) suggest
a significant clearing of the infection over theucse of host development. The intensity of
the infection clearing appears to depend on both ttming and number of ranavirus
exposures.

Thus, our study highlights the critical importarafescreening infection among individuals
but also within individual developmental stagesomnder to accurately describe pathogens
infection and host mortality patterns. More speailly our study emphasizes the potential for
ranavirus to be the cause of unnoticed mortalignéy in amphibian communities leading to

unexpected populations demographic declines.

Key words: DevelopmentEmbryos, Emerging Infectious Diseases, Epidemiology, Life-
history traits Northern Leopard Froganavirus Tadpoles,
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Introduction

The rise and spread of emerging and re-emergiregtios disease is an increasing threat
to humans, wildlife and domestic animélorens, Folkers, & Fauci 2004; Lebarbenclebn
al. 2008) The pathogens associated with these diseasesaft@stcause harm or even Kkill
their host although they depend on them for themvisal and transmission. A classic
argument to explain such apparent paradox asskds wirulence is an unavoidable
consequence of selection to maximize pathogenskiffnderson & May 1982; Ewald 1983)
because pathogen must replicate within hosts irrotd produce transmission stages or
numerically increase their chances to enter intatami with a new host. Consequently, an
intense replication of the pathogen leads to hesburce depletion and potentially, immune
clearance thereby shortening the infectious period,turn compromising chances of
transmission(de Roode, Yates, & Altizer 2008)rherefore, pathogens face a trade-off
between the benefits of increased replication aadstmission and the cost of potentially
shortening the infection in their hddflessenger, Molineux, & Bull 1999; Jensstral. 2006)
According to this “trade-off hypothesis”, a givealwe of replication for a pathogen requires a
minimum of virulence and host recoveiilizon et al. 2009; Froissarét al. 2010)which in
turn might affect the overall disease epidemioldgythis context, it is particularly critical to
accurately quantify host population infection raterder to understand transmission patterns
to model properly host-pathogen epidemiological atgits (McCallum, Barlow, & Hone
2001)and generate quantitative predictions useful pademic managemeiiiKao 2002)

Furthermore, while among-individual transmissionir@ection is important, it becomes
more and more evident that the investigation aéatibn dynamic within host over the course
of its development will promote proper delineatmfncritical windows of disease riglRohr,
Raffel, & Hall 2010; Johnson, Kellermanns, & Bowem?2011) Transfer of infection
between life history stages of the same individo@lht be documented as an infection carry-
over. Such a carry-over of infection is particwasubjected to fluctuations over time because
it is exposed to the ontogenic change in host imemasponse. The intensity of the clearing
exerted by the host depends on its developmemtgéstmmunity potential reached at the time
of exposure and the frequency of exposure to thegan(Sadd & Schmid-Hempel 2006
Amphibians for instance, metamorphosis is assatiatéh a general reorganization of the
immune system and often increased susceptibilitinfiection (RollinsSmith 1998; Carey,
Cohen, & Rollins-Smith 1999)lt is thus critical to document differences of hasage

susceptibility and the rate of infection carry-ovieetween host life-history stages in order to
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better understand infection rate fluctuation ovemet host mortality and the associated
pathogen transmission patterf@@®hnsonet al. 2011) Such an understanding is particularly
important for the investigation of pathogens tmd¢ct hosts with complex life histories such
as amphibian@runneret al. 2004)

Ranaviruses are virulent pathogens known to infistt, reptiles and a wide range of
amphibian species (Gray, Miller, & Hoverman 2008)though mortality events have
occurred at various locations worldwide, most knowases of ranaviral infection and
mortality that have been adequately studied haeeiroed in North America and the UK
(Cunninghamet al. 1996; Teacher, Cunningham, & Garner 2010). In, femhavirus was
recently recognized as an important pathogen andvial disease is listed as a notifiable
disease by the World Organization for Animal Health (OIE,

http://www.oie.int/eng/maladies/en_classificatioh@htm?el1d7). However, the transmission

of the virus is still poorly understood. Indirecanismission of ranavirusom contaminated
sediment to amphibian hosts can occur in less Pdahours without any direct contact with
naive hosts (Greer, Briggs, & Collins 2008; Teadtet. 2010), suggesting that virions shed
into the aquatic environment can successfully infeev amphibian hosts. Direct transmission
of ranaviruses is known to be highly effective mphibians and can occur via scavenging
and cannibalism (Harp & Petranka 2006; Brunnero8kh& Collins 2007) or via direct skin
contact (Cullen, Owens, & Whittington 1995; Brunmeeral. 2007). While these examples
support ranavirus horizontal transmission, we Ktk solid evidence of vertical transmission
where ranavirus is transmitted either transovariflbm mother to offspring or through
deposition of viral particle originating from pateskin on the embryos jelly (Dochergy al.
2003; Duffuset al. 2008). Additionally, embryos have been suggestedd a life stage
susceptible to infection by ranavirus in one rafieg study (Tweedel & Granoff 1968) in
which the authors inoculated the ranavirus by tnp@s along the embryo’s nephrogenic
ridge. However, while maximizing the probability affection, suchprocedure does not
demonstrate the likelihood of egg infection in thiédd and according to a recent study by
Haislip et al (2011), it is likely that embryos wdibe naturally protected from infection by
their jelly. Knowledge about natural embryo infectiand the potential infection carry-over
rates between subsequent hatchlings and larvastilislimited and further investigation is
required for a full understanding ainavirushost evolutionary ecology and ranaviral disease
epidemiology(Lesbarrerest al. 2011)

Here, we investigated ttaisceptibilityof Lithobates (Rana) pipiens hatchlings and larvae

to ranavirus(FV-3) in a two-step laboratory experiment. Oujeatives were threefold: 1) to
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quantify hatchlings infection rate and to assesterg@l routes for their infection, 2) to
estimate the potential influence of hatchling expeson tadpole infection rates and
investigate the infection carry-over rates betwieatthlings and tadpoles and 3) to assess the

virulence of the virus in relation to the time ofeéction and number of exposures.

Material and Methods

1. The host-pathogen system

a. The pathogen: ranavirus

Most of what is presently known about ranavirusedased on studies of Frog Virus 3
(FV3) and Ambystoma tigrinum Virus (ATV) which are affecting anurans and salamanders
respectively (Chinchar 2002; Brunnet al. 2007). Amphibians are most vulnerable to
ranavirus infection during the larval or early mmtaphic stages of development, and
mortality of infected animals usually occurs durithgse developmental stages (Gehwl.
2009). Effects of ranavirus infection can sometirhesseen externally as skin ulcerations or
systemic haemorrhaging; however signs of infecma not always noticeable (Brunner,
Richards, & Collins 2005). In this study, we usedhmavirus (FV3) isolate derived from the
wild type virus originally cultured by Granoff in965 (Granoff, Came, & Rafferty 1965).
High titer stocks were kindly provided by Dr. JaequRobert (University of Rochester
Medical Center, Rochester, NY, USA) and storeB@tC. As titer accuracy may be lost after
few freeze/thaw cycles, we split the entire volusotution of the virus stock into several 1ml
“single-use” vials. Consequently only “fresh” virsolution was used for experimental

inoculation.

b. The host: the Northern leopard friugthobates (Rana) pipiens)

Northern leopard frogs are a good model for thelysof ranavirus epidemiology due to
their wide distribution, their moderate suscepitpiband their presence with other species
potentially acting as reservoirs for pathogens ¢(8klet al. 2008). The eggs used in this
experiment originated from an egg mass producetgusie AMPHIPLEX method (Trudeau
et al. 2010) from captive breeding (May 2009) of origlpatild-caughtL. pipiens adults that
were captured in pristine areas near Ottawa, Qntari

L. pipiens individuals were categorized into three geneealetbpmental stages according
to Gosner (Gosner 1960): individuals from Gosneig8$ 1 to 20 were defined as embryos,

individuals from Gosner Stage 21 to 25 were comsiflehatchlings and individuals from
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Gosner Stage 26 to 35 were defined as largEs(ip et al 2011) The experiment was

terminated prior to metamorphosis, when animalsweraverage at Gosner Stage 35.

2. Experimental procedure

a. Egg stage and hatchlings infection

To quantify hatchlings infection rate and to asgestential routes of infectigrwe used a
total of eight egg batches randomly assigned teeeithe Exposed (E, four batches) or the
Non-Exposed (NE, four batches) treatments. Eacbhbabnsisted of 5Q. pipiens eggs
housed in a 2.5L Pyrex beaker containing 750ml exhtbrinated aged water (aged for 2
days). Eggs masses were infected in plastic vaisaining 100ml of ranavirus contaminated
water. Ranavirus concentration was 10000pfuEnd exposure duration was 12h. Such a
concentration has been shown to provide a ranauifastion rate of about 28% in tadpoles
housed in similar conditions (Echaubastdal. 2010). In the field, ranavirus infection rates
may oscillate between 0 and 63%, but mostly rangfevden 0 and 30%, so our methods
should represent infection rates in the wild (St dmet al. 2008). Furthermore, such
moderate dose of exposure does not lead to higtahtprrates and allows the observation of
variability in effects of infection on tadpole désement and life history traits (Echaubaatd
al. 2010).

After exposure, the egg masses, together with tmaminated water were transferred
back into the original beakers. Embryos were moedawice daily during the duration of
their development and prior to hatching (Gosnegest20). Water in the exposed treatments
was changed to clean water to prevent hatchlingsetan contact with virus-contaminated
water, thus ensuring that potential infection ooedreither during the egg exposure or after
hatching through contact of the hatchlings with jiily. Hatching of all individuals occurred
within a 10 hours time-window. In each beaker,hatchlings (40 E and 40 NE in total) were
measured for life history traits (see below), enthad using MS-222, and screened by PCR
for the presence of ranavirus (see below). Theef@aming hatchlings in each beaker were

then used in the tadpole-stage experiment.

b. Tadpole stage infections

In total, 320 tadpoles derived from the egg expeniwere used in the second experiment
to assess the transmission rate between eggs dpolda. Among these 320 tadpoles, half
(160) were from previous exposed treatments (E1) laf from non-exposed treatments

(NE1). In each of these two categories, four reypdis of 20 tadpoles were further exposed to
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ranavirus (E2), 48h post-hatching, and four repdisawere not re-exposed (NE2). We
therefore had 4 treatment combinations (NE1-NE21482, E1-NE2 and E1-E2), each
replicated 4 times with 20 tadpoles per replicdtadpoles were maintained in 20L tanks
containing 3L of dechlorinated aged water (6.7 tdelfh) to minimize the influence of
density on tadpole survival (Echauba&tdl. 2010). Tadpoles to be exposed (E2) were placed
in individual 125ml plastic vials together with 10D of ranavirus contaminated water
(10000pfu/ml) for 12h. All tadpoles were fed on aekly basis with standard tadpole food
(Carolina Biological Supply Company, Burlington, N@ 15 mg/tadpole for week 1, 30
mg/tadpole for week 2, and 60 mg/tadpole thereaftbrs amount of food corresponds to
limited resources availability in these conditiofiSchaubardet al. unpublished data).
Limiting food availability promotes the potentiarfunderlying resource allocation trade-off
between host condition and immune response to piccturn enabling ranavirus effects to be

more clearly observed and mimickingnatura conditions where resources are limited.

c. Daily monitoring

In the egg-stage experiment, embryo developmentmastored twice a day for a period
of 3 days post-exposure in our laboratory condgi¢i®?L:12D photoperiod, 1&). Water in
the infected treatments was changed when 50% otmhiegryos were at Gosner stage 19
(Gosner 1960). In the tadpole-stage experimentaaks were monitored on a daily basis and
any dead tadpole was removed to avoid scavengipgnUemoval, dead tadpoles were
processed for life history trait measurements asrilged below, placed into individual plastic
vials filled with 70% ethanol, and stored at °@5or further analyses. Starting on week 3 the
water in each tank was replaced once a week by ceahlorinated aged water. As a result,
exposed tadpoles were held in virus-containing whde 3 weeks, a period which is long
enough for tadpoles to be in close proximity wigsidual infection (Echaubaed al. 2010).
The experiment lasted 50 days when all the remgimdividuals were euthanized using MS-
222. All procedures follow the protocol #2009-03#aproved by the Laurentian University

Animal Care Committee.

3. Life history trait measurements

Upon death, tadpole skin was dried using absorlpager, then each individual was
weighed (Metler Toledo balance, = 0.01g), and mesgkdor body length and body width
(VWR electronic caliper #12777.830, + 0.005mm). dtiéihgs were measured for length and

width following the same procedure as for tadpbleistheir weight was on average below our
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scale threshold of accuracy. Consequently we ditd record weight measurements for
hatchlings. Tadpole developmental stage was askesseg Gosner nomenclature (Gosner
1960). For tadpoles, day of death of each indaiduas recorded and we calculated the
growth rate per individual for several traits irgilog body mass, length and developmental
stage. To calculate the individual growth rate éarch variable we divided the absolute
differences between the treatment mean and indavicheasures by the number of days each

individual survived.

4. Infection screening

For the egg-stage experiment, the whole body oh#tehlings was used for DNA extraction.
For the tadpole-stage experiment, animals wereclied, the liver extracted and crushed into 1.5
ml Eppendorf tubes containing lysis buffer. DNA wadracted from the resulting tissue mixture
using QIAmp DNeasy Kit following the standard pratb (Qiagen). After extractiorsamples
were sent to Pisces Molecular (Boulder, Colorad®Alfor ranavirus screening. They performed
double blind PCR using validategirimers for Frog Virus 3: MCP-ranavirus-F (5'-
GACTTGGCCACTTATGAC-3) and MCP-ranavirus-R (5'- GTCTGGAGAAGAAGAA),
following the PCR conditions listed in Mabal. (Mao, Hedrick, & Chinchar 1997). This specific
primer set has been used in other studies andowrkimo amplify a portion of the major capsid
protein within the Frog Virus 3 genome. Along wilteir qualitative screening, Pisces Molecular
provides a semi-quantitative assessment of thetiofe intensity by looking at the PCR signal.
Only individuals that were found infected in bottreenings were considered infected. Band
intensity was evaluated against controls belonginfive categoriesvery strong positive signal
(+++), strong positive signal (++), positive sign@t), weak positive signal (w+) or no

signal/below limit of detection (-).

5. Statistical analysis

Data on hatchling and tadpole fitness traits wemalysed using Generalized Linear
Models (GZM) with treatment as a fixed factor. Radpoles, in order to incorporate the
potential influence of hatchling exposure on tadpolffection and avoid pseudo-replication,
we used a nested Generalized Linear Model, whersdghond infection event was nested into
the first infection event. Infection rate differ&scamong treatments were analyzed using a
Log-linear analysis of frequency tables based omMaximum Likelihood Chi-square
calculation. The relationship between infection dinel observed mortality was investigated

with a fixed non-linear regression model. In order deal with non-uniform residuals
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distribution of proportion data, we calculated #resin-square-root of the proportion dead for
each tank and computed a factorial ANOVA with eahd late infection as predictors of
mortality. This procedure was used to assess thearity of the relationship between
mortality and infection, potentially revealing thale of development in explaining mortality
patterns. Finally, mortality over time per treatisermnd differences among them were
estimated using a Cox regression adapted for asalf/$ime-dependent covariates in order to
incorporate the nested pattern of infection expasuindividuals surviving to the end of the
experiment were censored to account for our lacknfafrmation about their true time to
death. Censoring is a standard technique that deevghts the influence of these individuals
in the survival analysis (Leung, Elashoff, & Afifi997). All statistical analyses were
performed using Statistica 8.0 (StatSoft.Inc. 2007)

Results

1. Egg-stage exposure

a.Hatchling’s infection by the ranavirus

Among the 200 eggs that have been exposed to tla@iras in the egg experiment, 75 of
the resulting hatchlings (35 exposed, 40 contwkxe tested for infection. Of the 35 exposed
individuals, 62.85% (22/35) were positively infetttbut only weak ranavirus MCP target
signals were observed (Fig. 1A). None of the 40rots showed presence of ranavi(esy.
1A).

b. Hatchling life history traits

While we found no significant difference in bodydth between exposed individuals and
controls (GZL, Wus = 1) = 2.65, p=0.26), control hatchlings were signifitta longer than
hatchlings that had been exposed to ranavirus (G- 1) = 9.06, p = 0.02). None of the
hatchlings, either exposed or control, died.

2. Tadpole-stage exposure

From the 320 tadpoles used in the experiment, 28 weissing due to death and
subsequent scavenging or possible cannibalismtaerdfore a total of 298 individuals from
the fourtreatment combinations (NE1-NE2, NE1-E2, E1-NE2 BAdE2)were included in

the analysis.
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a. Infection by the ranavirus

Screening for infection was performed on all tadgoused in the experiment and
significant differences between treatments wereendesl (Max likelihood Chi-squaré? =
35.62, p < 0.001, Fig. 1B). Among the four treattseik1-E2 had the highest infection rate
with 40% (31/75) of tadpoles infected, in greattcast with tadpoles from treatment NE1-
NE2 where no infection was detectexf (ar=1) = 7.78, p = 0.005, Fig.1B). Infection rate in
E1-E2 individuals was significantly higher than NE1-E2 (20.5%; 15/73) and E1-NE2
individuals (12%; 9/75X> @df=1)= 6.85, p = 0.009 ani®= 15.65, p<0.001 respectively, Fig.
1B). Interestingly, these two treatments tendeldetalifferent from each other with regards to
infection rate X* ¢ = 1y= 3.45, p = 0.06, Fig. 1B) revealing a possibléuiefice of the timing
of infection on the resulting infection rate. Figaltadpoles from both NE1-E2 and E1-NE2
treatments were significantly more infected thaiptdes from NE1-NE2 treatmerX{ = 1)
=16.72, p < 0.001 an¥?= 9.33, p=0.002 respectively, Fig. 1B).
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Fig. 1. Summary of infection rates and proportion of atéel (dark grey) vs. non-infected (light grey)
individuals among treatments. A- Hatchlings. B- palés. E1 — E2 refers to individuals that were egb
twice, E1-NE2 refers to individuals that were exgmbsas embryos but not as tadpoles, NE1-E2 refers to
individuals that were not exposed as embryos bpbsxd as tadpoles, NE1-NE2 refers to individuads tvere

not exposed at all. Letters indicate significaiffiedences (p<0.005) based on Log-linear analysifsemuency
tables.

b. Mortality rate

Overall, we found a marginally significant diffecmnbetween treatmenth((df= 3= 6.40,
p = 0.09). Tadpoles from treatment E1-E2 died laiigher rate as compared to tadpoles from
treatments NE1-NE2 (16.8% vs. 5.4% respectivKﬁ/;df -1)= 5.3§ p = 0.02Table 1, Fig.
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2A). Additionally, tadpoles from treatment E1-E2dha tendency to die more than tadpoles
from E1-NE2 and NE1-E2 treatmeni&®(qr = 1y= 3.07, p = 0.08 an{® = 1y= 2.89, p = 0.09
respectively). The timing of infection had no effen the rate of mortality as no significant
difference in mortality between E1-NE2 and NE1-BApoles was observed (8 vs. 8.2%
respectivelyX? @d@f=1)= 0.29 p = 0.59, Fig. 2A). We also investigated the défezes between
treatments for the proportion of individuals thaédd from infection and those that died
without infection. The actual role of infection Explaining the observed mortality was
supported by the fixed non-linear regression mg¢eél= 0.95, p <0.001) although we only
found a marginally significant difference betweesatments X* @f =3)= 6.12, p = 0.15, Fig.
2B); dead individuals from treatment E1-E2
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Fig. 2. Summary of mortality among treatments. A- Numbleindividuals dead (dark grey) and still alive (iig
grey) at the end of the 50 days experiment. B- &togn of infected (black) vs. non-infected (whitadlividuals
among the dead tadpoles. E1 — E2 refers to indilgdthat were exposed two times, E1-NE2 refers to
individuals that were exposed as embryos but notadpoles, NE1-E2 refers to individuals that weod n
exposed as embryos but exposed as larvae, NE1-&fEs ito individuals that were not exposed atladtters
indicate significant differences in mortality (p€05) based on a Cox regression adapted for analfdime-
dependent covariates.

were infected twice as much (69.2%) than tadpales) fboth E1-NE2 (33%) and NE1-E2
(33%) treatmentsX?® = 7.02, p = 0.071; Fig. 2B). Additionally, we conted a factorial

ANOVA with early and late infection as predictors mortality. The analysis revealed a
significant interaction between early and late eqe €216 = 152.21, p <0.001) underlying
the role of exposure timing in determining infeatipatterns and the non-linearity of the
relationship between mortality and infection. Mtityarate and infection patterns over time

are provided in Fig. 3.
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Fig. 3. Summary of number of dead and relative risk oédtibn over time. Infection rate over time between
hatching and final day (where measure of infectate have actually been done) is interpreted. ebsfit timing

and number of ranavirus exposures among the différeatments might induce different rate of regtiign, thus
different slopes and final infection rate (see mixt). E1 — E2 refers to individuals that were @sgd two
times, E1-NE2 refers to individuals that were exjgbss embryos but not as tadpoles, NE1-E2 refers to
individuals that were not exposed as embryos bpibgsed as larvae, NE1-NE2 refers to individuals wexe not
exposed at all.
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c. Time of death and other traits

While no significant difference was observed betwéeatments for the time of death
(GZL, Wr=3y= 5.73, p = 0.1Z2Tablel), trends were consistent with mortality safeadpoles
from E1-E2 treatments had a tendency to die eaifian tadpoles from other treatments,
particularly when compared to NE1-NE2 tadpoles §4&. 47.8 days respectively; Table
1).Similarly, there was a tendency for tadpolesnfie1-E2 treatment to die on average three
days earlier than tadpoles from E1-NE2 and NE1fEattents (43.6 vs. 46.7 and 46.8 days
respectively, Tablel) suggesting an effect of thelner of exposure events on survival time.
On the other hand, the timing of
infection did not induce an effect on time to deasttadpoles from both NE1-E2 and E1-NE2
treatments showed similar day of death. Moreovadpoles from NE1-E2 and E1-NE2
treatments died on average one day before NE1-Hdtes that were kept free of infection
(NE1-E2 and E1-NE2 vs. NE1-NE2; 46.8 and 46.7 vs84Tablel). Finally, there was no
significant difference in body length, weight, wadtdevelopmental stage and growth rates
among treatments (Table. 1)

Table 1. Results of generalized linear model ANOVAs showuagiation in leopard frog tadpole life history
traits in response to infection. Significant effedtased on the asymptotic normality property of imam
likelihood estimates correspond to p<0.0pbsteriori differences between levels of factors are inditdig
letters.

Life history traits El E2 E1 NE2 NE1 E2 NEI1 NE2 Statistics

Length (mm) 28.84 29.19 29.37 29.28 ML 3= 4.36, p=0.22
Width (mm) 6.67 6.70 6.82 6.80 W=3=5.20,p=0.15
Weight (g) 0.38 038 0.40 0.37 W= 3= 5.69, p=0.12
Devel opmental Stage 27.74 27.50 27.45 27.68 ML 3= 5.18, p=0.16
Day of Death (day) 43.56 46.69 46.76 47.81 ML3=5.73,p=0.12
Growth rate (weight) 27.74 2751 27.45 27.68 ML 3= 1.36,p=0.71
Growth rate (length) 43.56 46.69 46.76 47.81 ML 5= 0.64, p=0.96
Growth rate (dev.) 0.17 0.08 0.08 0.05 ML 5= 0.3.01, p=0.38

Discussion

1. Embryos and Hatchlings infection
The results of the first experiment document atgpeaportion of the exposed individuals
to be infected. Almost 65% of all hatchling scresriested positive for ranavirus but only
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with weak or very weak infection signal. Two potahtmechanisms could explain hatchlings
infection as described below.

First, the evidence of ranavirus infection in edrbtchlings might suggest that the thick
jelly and the vitelline membrane encasing the dapiely embryo do not provide efficient
protection against ranavirusfection. Data regarding the ability of ranavirts reach
amphibian eggs has been recently documented bsliplat al. (2011) and their results
indicate that embryos are not likely to be infectiebugh the jelly. The thick. pipiens egg
jelly coat, is made of three to six biochemicallffatent layers (Shivers & James 1970), and
considering that the embryos’ vitelline membranmsksasome required cell receptors for the
virus to enter cells via receptor mediated endaagt(Chinchar 2002), there may be limited
porosity of theL. pipiens jelly coat for ranavirus to reach the embryo. Birtnfection of
embryos through the jelly seems therefore unlikely.

A second scenario explaining hatchlings infectien related to their post-hatching
behaviour and the capacity of ranavirus to remable in the water. The jelly, alongside its
potential protection against ranavirus, has impdrtautritive significance for the embryos
during their development and after hatching (Hurrgghdr. 1966). If virions were to be in the
jelly, this may have enabled ranavirus infectionhéd stage. We observed that upon removal
of the hatchlings on average 10 hours after hagghio significant remnants of the jelly were
observed in the vial, suggesting that hatchlings da their jelly. This observation in turn
suggests the possibility for hatchlings to havenbeécted with virions that were eventually
deposited on the jelly surface. We refer to thiddenof contamination as the “jelly surface
transmission” hypothesis. A recent study by Haiglipal (2011) orlithobates sp. embryo
susceptibility to ranavirus infection supports timede of infection; the vitelline membrane of
the embryo and the jelly coat encapsulating the repgesented efficient protection against
ranavirus and only hatchlings in contact with camteted water become infected (Haisdp
al. 2011). Additionally, our results revealed a tréadexposed embryos to result in smaller
hatchlings suggesting that ranavirus might be ohetntal to young individual development.
Ranaviral macromolecular synthesis is readily detec2h post-infection and the first
cytopathic effects are observed about 6h postdiviec (Goorha & Granoff 1974),
immediately followed by a rapid inhibition of hastll DNA, RNA and protein synthesis and
a marked re-arrangement of the cellular architec{iurti et al. 1984). If our “jelly surface
transmission” interpretation is correct, the timmaow for the virus to infect the hatchlings
would be 10 hours when hatchlings fed on the jdlhis period would then be long enough to

allow an infection and a subsequent altering of liaéchling normal metabolic activity
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resulting in developmental differences betweencief@ and non-infected individuals. This
interpretation remains however speculative anché&rrinvestigation is needed to validate this

hypothesis.

2.Tadpole infection and mortality patterns: investgation of pseudo-vertical transmission

a. Infection patterns and carry-over

Trying to understand the rate of infection differes between stages relates to the
investigation of how much of an infection is trarséd from one stage to the next (infection
carry-over rate). In our study, hatchlings that éndoeen exposed to ranavirus during their
embryo stage (E1) had an infection rate of abod6 @&t individuals deriving from these
embryos (E1-E2 or E1-NE2) presented a much smatifaction rate, 40% and 12%
respectively. It seems reasonable to assume thatkettuction of the observed infection rate
resulted from a subtle interplay between virus Joattich depends on the exposure/re-
exposure scenario, and the rise of the tadpole mensystem over time. Over the course of its
development, the amphibian larvae immune responsenfal increases in strength,
complexity and diversity (Robert & Ohta 2009). Xenopus, the larva gradually develops
spleen B cells, Lymphopoiesis, lymphocytes and Imoaglobulin from Gosner stage 20 to
35. Maximal immunity is expected to be reached mado@osner stages 34-35 in this
experiment. Using this immunological timeline, wegose that the drastic virus prevalence
reduction in tadpoles from treatment E1-NE2 (fror2.865% to 12%) was likely the
consequence of the increasing immune activity e dbveloping tadpoles. Based on these
observations, we estimate the carry-over ratefettion (proportion of tadpoles infection vs.
hatchlings infection) to be of approximately 19%1262.85)*100). In tadpoles from
treatment E1-E2, when the basic immune arsenapwagessively developed around Gosner
stage 20-22, the individuals were exposed a setiorato the virus, thus compensating for
the earlier virus load reduction. In this treatmehe increased complexity and efficiency of
the tadpole immune system might have been ablatév fight the spread of the virus and
reduce the number of viral particles in individuedsulting in an apparent reduction of the
infection rate at the population level. Additioryaltadpoles from NE1-E2 treatments (20.5%)
presented a higher final infection rate than tagpdrom E1-NE2 treatments (12%). This
observation suggests that a greater proportionndividuals exposed to the infection as
embryos but not re-exposed have been able to ¢tearcertain extent, their infection. The
timing of exposurehence the conjunction ofirus replication time and host immune

development likely influences infection rates ampear therefore to be a key factor to
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incorporate in epidemiological models, for the ustEnding of infection rate fluctuations
(Ramsay, Speare, & Daley 2001; Schotthoetff@. 2003).

b. Mortality patterns and the influence of infeatiepisodes

Tadpoles that have experienced exposure to theviraeaat either stage are dying more
than those that remained uninfected. Although fmding is in line with other studies
(Cunninghanet al. 1996; Chinchar 2002), our study revealed someastag characteristics
of the ranavirus infection patterns over time, baithin and among developmental stages.
The relationship between infection and mortalitjoiws a pattern where individual exposed
twice died twice as much as individuals exposedeonbich in turn died more than non-
exposed individuals. However, this relationshipw@ linear as suggested by the significant
statistical interaction between early and late expe, potentially resulting from
physiological/metabolic thresholds that might begstdependent. The tadpoles from
treatment E1-E2 are experiencing the highest rateartality with 16.8% of them dying
along with the highest infection rate (40%). Ingtirggly, tadpoles from the two intermediate
treatments (E1-NE2 and NE1-E2) experienced abaus#me mortality rate (8% and 8.2%
respectively) but dissimilar infection rates (12%rH1-NE2 and 20.5% forNE1-E2
respectively). This observation suggests that thee dof inoculum is not the only feature
responsible for ranavirus infection rate but thasthcharacteristics, particularly the stage of
development and the timing of infection might hawfluenced the establishment and
development of the viral infection in the host (Hberg 1991; Barlow 2000; Brunner al.
2005). In particular, tadpoles from treatment NE2Lray tolerate infection to a greater extent
than tadpoles from treatment E1-NE2, suggesting thdpoles exposed later in ontogeny
have accumulated enough resources prior to infediotolerate the energetic cost of a
sustained infection (Sheldon & Verhulst 1996). Rerinore, we observed that tadpoles from
treatment that were exposed twice over time (E1-d@) more from infection (65.2%) as
compared to single exposure treatments (33% fdweelE1-NE2 or NE1-E2) and control
treatments (0% for NE1-NE2). Together, these resupport a relatively strong relationship,
despite non- linear between infection and mortahbty, hence virulence of the virus. In fact,
a dose-dependent mortality has also been showtihér sepecies of amphibians such as in the
ATV-Ambystoma tigrinum system (Brunnert al. 2005) andXenopus infected by FV3
(Gantrest al. 2003).
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3.Conclusion

Leopard frog embryos might be protected from ranavinfection by their thick jelly coat
and their vitelline membrane. We speculate howekiat encapsulated virions potentially
trapped in the external layers of the jelly mightdssimilated by early hatchlings while they
eat the jelly in turn triggering the infection. Momportantly, this study is the first to our
knowledge to evaluate the effects of the number @mihg of ranavirus exposures on
infection rate variation with regard to host deygieent. The non-linearity of the relationship
observed between mortality and infection underlithesimportance of accounting for timing
of infection, host life history stage and numberegposures on host mortality if we are to
understand the variability of ranavirus virulenoel @ahe real impact of epizootic events (Ebert
1999; Day 2002). Presence of virions in the sedinoerpresence of infected individuals at
different period of the development of a targetthasght result in variable degrees of
transmission and result in non-trivial mortalitydsd Importantly, the infection carry-over
patterns described in this study suggests a sigmificlearing of the infection by the immune
system over the course of host development. Tlemsitly of the infection clearing appears to
be contingent of the timing of the infection ané tose of the inoculum, in turn leading to a
variation in mortality or morbidity outcomes. Suedriability in the virulence may render an
epizootic difficult to detect as its severity magry over time. Our results thus stress the
importance of screening different life stages aftean order to better understand an infection
timeline as well as die-off severity and varialilin nature, especially when investigating

host with complex life cycles such as Amphibians.
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CHAPTER 4
Summary, Conclusions and perspectives

1. General summary and conclusions

Amphibians are facing dramatic population declimezldwide with over 32% of the
5743 species described being at risk of extinc{®tuart 2004). Among many causes for
these declines, Emergent Infectious Diseases (ElIDsjuding disease associated with
ranavirus infections, have been shown to be redplentor mass die-offs in amphibian
populations. However, despite an increasing undedstg of ranaviral disease determinants,
ranavirus dynamics in the environment remain téullg elucidated (Lesbarréres al. 2011).
Our understanding of ranavirus ecology is compéidaby environmental contingencies
reflecting a context-dependent disease dynamic kiDaand Alford 2012). Therefore,
understanding any synergies between evolutionamglogical, and epidemiological
determinants of ranaviral disease is critical idesrto manage endangered host populations
and forecast disease outbreaks.

From a more theoretical perspective, due to theptexrand inter-dependent nature of the
determinents and the infection outcome, investgatianavirus-amphibian interactions is
particularly useful for improving our understanding coevolutionary dynamic and the
underlying mechanisms of host-pathogen interactiangeneral. The work described here
addresses several issues associated with ouryabildevelop a full epidemiological model
with regards to ranavirus infecting amphibians. sThihesis describes the influence of
temperature, larval developmental stage, host tleres well as host and pathogen genetic
backgrounds on the severity of the disease, usitmntext-dependent conceptual framework
as described in the Introduction and more fullyeleped in manuscripts 5 and 6. While the
studies described investigate specific determinaritganavirus virulence and infection
dynamics, the underlying mechanisms are linkechie@demiological “loop” (Fig. 1).
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Fig. 1. Eco-epidemiological model of ranavirus-pipiens interactions based on the presented work. Black
arrows represent documented effects on hosts; amreyvs represent documented effects on ranavitashet!
lines represent effects that have not been docwdeéntthis work but known from the literature. Sigr or -,
represent beneficial or detrimental effects, reSpely, and numbers are arrow numbers that areenées to
the text below.

a. The influence of habitat fragmentation on hoshagic diversity and pathogen
prevalence

Manuscript 1, presents an investigation of intensmtion between habitat quality and
fragmentation, genetic diversity, and ranavirus uo@nce in Ontario populations of
Lithobates (Rana) pipiens. The analysis indicated a significant effect ofviemnmental
variables on the genetic diversity among populatioBnvironmental variables having a
significant impact on frog genetic diversity weedlways, roads, forest and building densities
as well as three fragmentation measures. The asatgyealed a significant negative
relationship between these variables and the altalnge, the observed heterozygosity, the
Garza-Williamson index of genetic diversity and @sifive relationship with the inbreeding
coefficient (Fis) suggesting a clear trend of gendiversity reduction when fragmentation
and habitat deterioration increase (Fig.1, arrow 1)

The analysis also revealed a significant influentéandscape structure on the genetic

composition of Northern Leopard Frog populationsaghg the 13 environmental variables

137



selected, 12 were found to be significant predgcioir the variation in allele frequencies in
four out of seven loci tested. Across the four kaciwhich we found significant relationships
with environmental variables, the allelic frequesciwere mostly influenced by human-
induced disturbances such as railways and buildeggities, landcover, and fragmentation
indexes suggesting that landscape fragmentatiorhabitiat quality can influence the genetic
composition of amphibian populations. Interestingiynong the environmental predictors
retained in the analyses, the fragmentation vaggailere particularly important for one of the
allelic frequencies, suggesting that some loci nb&@y more sensitive to environmental
determinants than others (Fig.1, arrow 1).

Furthermore, additional analyses revealed that vgesetic diversity decreased, ranavirus
prevalence significantly increased. Thus increaiiegextent of landscape fragmentation and
habitat deterioration, in addition to having direohsequences in terms of individual survival,
may also result in natural populations having lowenetic diversity and higher risk of
extinction, particularly upon future exposure toegging pathogens (manuscript 1; Fig.1,

arrow 2).

b. Importance of the coevolutionary dynamics

Alteration of landscape structure and the redistrdm of high quality habitat in terms of
ecological characteristics may not only reduce amah genetic diversity but also may
influence ranavirus strain distribution throughedir influences on the corridors of pathogen
transmission which may modify the range of poss#ilain-host interactions (Hess 1996;
Fig.1, arrow 5). Interactions between naive hosth\drulent strains can potentially lead to
amphibian population declines that are difficult flrecast, as they result from subtle
underlying coevolutionary and epidemiological dymzsnnduced by habitat alteration (Thrall
et al. 2007; Fig.1, arrow 6). Such considerations retleakritical importance of investigating
interactions between host and pathogen genotypesx(&p interactions), which may
determine infection outcome and ultimately reflaost-pathogen coevolutionary dynamics.
Micro-environmental (E) conditions such as tempergthowever, can affect host immune
responses and pathogen virulence, in turn modglative interactions of host/pathogen
genotypes (@x Gpx E interactions).

Investigations of Gx Gpx E interactions have the potential to explainatns in fithess-
related traits in host-pathogen systems with gresteuracy as they account for both genetic
and environmental influences. In the experimentidesd in manuscript 2, the potential for

Gy X Gp x E interactions between two common North Ameridary species L(ithobates
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pipiens andLithobates sylvaticus) and three strains of ranavirus at different terajpees, was
investigated. The results revealed significantratBons between host type and virus strains
for host mortality, host tolerance, final weightdl developmental stage, and developmental
rate; all of which suggest that there are recigracluences among host and pathogen
characteristics in determining the outcome of itiec In particular, Northern Leopard Frog
tadpoles showed a greater ability to resist andraté an infection, presented a lower
mortality, and grew bigger than did Wood Frog tddpplikely indicating the genetic cost of
plastic development abilities in Wood Frogs whearaaviral infection occurs.

Additionally, subsequent analyses demonstratedrafisiant effect of temperature on both
host and ranavirus traits and on the genotypicgactens between them (Fig. 1, arrow 7, 8,
and 9). Cold conditions negatively affected hostlyo@ondition and increased tadpole
susceptibility to ranavirus. In warm conditionsfeicted Northern Leopard Frog tadpoles
suffered significantly lower mortality than did Webd-rog tadpoles, were less susceptible to
infection, and their body size and growth rate iibed less than they did in Wood Frog
tadpoles. In cold conditions however, for all féseelated traits except resistance, Northern
Leopard Frog tadpoles were not significantly défer from Wood Frog tadpoles. Therefore,
the reduction of fitness in Wood Frog tadpoles oetliby cold temperatures was less drastic
than for Northern Leopard Frog tadpoles (Fig. Xpwr10 for the specific link between
temperature and host development). The occurrehtteese patterns was also contingent on
ranavirus strain. Consequently, selection in ongrenment could drive genetic change in the
host population but may have no predictable effeanother host and/or environment. To our
knowledge, this is the first time that evidence @&y x Gp x E interactions in a vertebrate-
pathogen system has been provided revealing tlewamte of using a context-dependent

approach to investigate host-pathogen systems (oept?2).

c. Within-host infection dynamics

The host-pathogen genotypic interactions investdjah manuscript 2 provide potential
mechanisms to explain differential host susceptyoiind pathogen infectivity in natural
systems. However, it becomes more and more evitiahtthe investigation of an infection
dynamics within hosts over the course of develogneenld help identify critical windows
of disease risk, and therefore further explainatan in host susceptibility (Johnsehal.
2011). Considering that pathogen infection rata ikey parameter in determining disease

virulence and the potential for transmission, acueate quantification of infection patterns
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over the course of host ontogeny is critical forbetter understanding of a disease’s
epidemiology and host mortality.

The study described in manuscript 4, investigatedsusceptibility oLithobates (Rana)
pipiens hatchlings and larvae to ranavirus and comparidtion rates among developmental
stages.The results indicated a varying susceptibility smavirus between developmental
stages with hatchlings being more susceptible tection than tadpoles. This study also
revealed the potential for early hatchlings to austhigh basal infection rates possibly
acquired during the first hours post-hatch whery thvere feeding on the jelly or the egg
mass. Additionally, the infection carry-over pati®{62% infection rate in hatchlings vs. 12%
in E1-NE2 and 20% in E1-E2 treatments) suggesgafgiant clearing of the infection over
the course of host development. The success ahtletion clearing appears to depend on
both the timing and number of ranavirus exposurésts, the results of our study highlight
the critical importance of screening infection amandividuals but also within individual
developmental stages in order to accurately desgédthogen infection and understand host
mortality patterns (manuscript 4). Finally, it i®taworthy that environmental parameters
such as temperature (manuscript 2, Fig.1, arrowab@) habitat fragmentation through the
modulation of host genetic diversity (Lesbarréeeal. 2005, Fig.1, arrow 3) may influence

tadpole development, in turn modulating indirectipavirus infection patterns.

d. The influence of host-density on ranavirus énde.

Amphibian development can be strongly affected leysity, and from the result of
manuscript 4 summarized above, it appears thatitgecesn also indirectly alter ranavirus
infection through modulation of the host immune tegs throughout the course of host
ontogeny. Manuscript 3 (Echaubaatdal. 2010) documents the investigation of the influence
of host density on ranavirus infection followingratit exposure to different virus
concentrations. The outcome of the interactiorwbehL. pipiens tadpoles and ranavirus
appeared clearly influenced by the density at wHiosts were held; increasing holding
density was detrimental for host fitness as mdytatate was higher, day of death earlier,
development longer, and growth rate significandhyér (Fig.1, arrow 14). In parallel, a linear
increase of detrimental effects was observed wheavirus doses increased in low density
conditions, with control tadpoles having a sigrahdy higher overall relative fitness.
However, this pattern was no longer observed ih klignsity conditions, where the effects of
increasing ranavirus dose were limited and resuheishfected and control animals having

similar fitness. It was speculated that the hosty davert the energy required for a
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metabolic/immune response triggered by the infecfie., direct costs of the infection) to
better cope with the increase in environmentaksgt associated with high density resulting
in indirect benefits of the infection. These resullustrate how the net fitness of organisms
may be shaped by ecological factors and emphasigeinportance of examining the
direct/indirect costs and benefits balance to fullyderstand host-pathogen interactions
(manuscript 3; Fig.1, arrow 12 and 13).

At a community level, host density and pathogemdmaission and virulence, may be
influenced by landscape structure and habitat alviitly. For example, habitat fragmentation
can contribute to a reduction of suitable habitatsamphibians, for instance where wetlands
are decreased size and/or increased in drainagedbla increase the incidence and length of
drying periods (Weyrauch and Grubb Jr. 2004). m tthese variations in hydroperiod may
increase, temporarily at least, tadpole densitthearemaining flooded areas (Fig.1, arrow 4)

and indirectly influence ranavirus transmission gimdlence.

2. Perspectives

Given the complexity of ranavirus disease emergeau@ the ever-increasing human-
induced reduction and fragmentation of habitatgrehis a critical need for integrative
context-dependent investigations of ranavirus epidegy. The present work presents an
analysis of the influence of several factors deteimy ranavirus-amphibian outcomes in such
a context-dependent framework and provides direstfor future investigations.

Among the important issues that need to be addieisséhe role of host immunity in
controlling ranavirus infection. As demonstratedmanuscript 4, host susceptibility varies
among developmental stages. Tadpoles are generalle susceptible than adults, and
hatchlings are more susceptible than tadpoles (staipd 3, Haislipet al. 2011). This trend
has been attributed to the fact that tadpole immsysem increases in efficiency and
specificity over the course of ontogeny, with oldadpoles being better able to mount an
effective response. However, the amphibian immupstesn is down-regulated during
metamorphosis to facilitate the necessary changetissue development (Davis 2009).
Despite the critical underlying role of immune waion among developmental stages in
determining ranavirus infection outcome, there rmwestudies comparing changes in innate
immune responses of tadpoles infected with rana\atudifferent developmental periods.

It appears therefore critical to develop an eco-imalogical approach that investigates
immunity variation in amphibian hosts infected witnavirus. The variations in immune

function between developmental stages of indivisleadposed to ranavirus can be estimated
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through the measure of the amount of change inoleytk numbers (Lymphocytes,
Monocytes, Neutrophils, Eosinophils and basophas)critical developmental stages and
possibly under different temperature conditionadoount for environmental influence. Blood
from tadpoles can also be collected from a tailioutrder to isolate leukocytes that can be
stained with Giemsa and recorded under a compouam$ssope (Davis 2009) and provide
guantitative assessment of the tadpole immune nsgpo
From the pathogen perspective, the effect of teatpee on ranavirus replication rates

needs to be better understood to disentangle #pecave roles of the host and pathogen in
determining infection outcomes. In particular, fjpaars critical to document how different
strains with different virulences replicate in \aole temperature conditions in order to
understand the &x Gp x E interactions described in manuscript I12. vitro laboratory
experiments are ideal procedures to investigatgetheestions as all environmental variables,
including temperature can be controlled. Specifycat appears that experiments involving
single step growth curves, which document the capbn rate of a given virus at specific
time intervals, would be relevant experiments tofgyen in order to acquire a precise
description of ranavirus replication-tresholdsasponse to variable temperature conditions.

At the other end of the ecological continuum, ranesv epidemiology needs to be
investigated at the community level by investiggtimore specifically the link between
landscape characteristics and ranavirus dynamies.d the central questions regarding the
dynamics and epidemiology of ranaviruses is to tstdad their pattern of spread. Most
model-based projections of the spread of disealetrsat the landscape as homogenous,
failing to account for variation. Yet, as landscdpatures determine the abundance and
spatial distributions of hosts and pathogen, grgbable that landscape heterogeneity may be
instrumental in determining local disease risk,ararus persistence and spread. It appears
therefore critical to first, implement the availatdnowledge on the environmental suitability,
tolerance and transmission of ranavirus, in ordeanalyse risk patterns and factors; this
approach would (1) allow predictions of diseaseeagr (2) reveal novel aspects of disease
transmission such as critical metapopulation saed distributions; and (3) allow us to
evaluate the competitive interactions that may ota&iween co-infecting pathogens, such as
Chytrid fungus Batrachochytrium dendrobatidis) and ranavirus, in order to clarify pathogen
impact on both host health and community level ma@ms.

Finally, as a corollary to the community level istigations, it appears critical to conduct
phylogeographic analyses in order to investigatstohical contingency in ranavirus

occurrence and more clearly delineate ranavirudespiology. Emerging Infectious Diseases,
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those that have recently been discovered, haventtgdacreased in incidence, geography,
host range or are newly evolved (Daszak et al. P6€@i@inate in two ways (Rachowiet al.

2005). Ranaviruses may have recently spread in@rageographic area, encountering naive
host individuals highly susceptible to infectiorh€t novel pathogen hypothesis) or the
pathogen may have been present in the environroeiat Ibng time but recently increased its
pathogenicity because of environmental changes dtidemic pathogen hypothesis). The
results described in the present work suggestikbBhood of ranaviral disease being context-
dependent but we still lack an extensive phylogeaketnalysis to be able to delineate the

respective part of historical vs environmental cuygncy.
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Abstract

An increasing number of publications at the franbetween ecology and evolution are
published every year, a trend enhancing the interectedness of ecological and evolutionary
processes. Indeed a new synthesis between comnegutyggy and evolutionary biology is
emerging whereby genetic variation within populasiohas the potential to shape the
ecological functioning of communities, and vicesar However, this synthesis is in its
infancy and the research community has not yet ioomgly demonstrated under which
circumstances accounting for both community praegessd evolution is critical. Herae
suggest that host-parasite interactions may proaifi@mework to investigate this link and
may serve as an ideal model at the crossroads afitenary biology and community
ecology. We discuss how specific evolutionary arlegical mechanisms may have cascading
effects on each other and how local environmenty miuence these effects. We thus
suggest that host-parasite interactions shoulceba as a functional eco-evo mosaic, in turn
advocating for an extended evolutionary-ecologyceptual playground to help investigate
host-parasite relationships. In fact, both concaipamd methodological advances suggest that
such integrative approaches could be the rule rdktza the exception, comforting our idea
that host-parasite evolutionary-ecology research t@av evolved to a degree of maturity
never reached before.

Key words: co-evolution, nested explanatory framework, naig@iplinarity, ecology,

evolution, host-parasite
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Introduction

An integration of ecology and evolutionary biologgs been approached several times
during the last few decades but still remains ansiee synthesis” (Sterelny 2005). The
advantages of a union of the two sciences are, VEnwejuite clear. For community
ecologists, incorporating evolutionary adaptatiantheir studies, either conceptually or in
mathematical models (Day 2005), simply may allowrengariation in community structure
and dynamics to be explained. Many community edstegconduct their work under
conceptual models where species’ traits are fiXddis the outcome of interactions among
individuals and populations is decided by relatiops that are non-deterministic based on
stochasticity or contingency (Hubbell 2001). Inlitga traits are not fixed but fluid and
undergoing evolutionary change (Hairstoretlal. 2005, Carrollet al. 2007). Mutation may
be a rare source of novelty but epistasis (Weihret al. 2005), migration among
metapopulations (Gilpin and Hanski 1991, Harrisnd Blastings 1996), and re-emergence of
past genotypes from seed and egg banks (Aretiatl 2011), for example, are significant
agents of evolutionary change that can have coradhtte consequences for the outcome of
ecological interactions.

From the point of view of evolutionary biology, &dering ecological context provides
both more dimensions for understanding the outcoafesteractions among species, and
ecological realism. While evolutionary theory ldggdeals with the potential consequences of
fitness differences among individuals and poputetjdhe source of these fitness differences
lies within the ecological interactions of a comntyiiSober 1993 cited in Sterelny 2005). In
other words the evolutionary play exists within egological theater Hutchinson’s (1965).
Without the context of community ecology, the idedisevolutionary biology lack a real-
world test and “Arguably, its status as an empirscéence is at risk” (Sterelny 2005).

If there are such advantages to a union of evaiaty biology and community ecology,
why has a synthesis proven so elusive? Other autimre approached this topic in several
excellent analyses (see Cuddington and Beisner, 2ldthson and Stinchcombe 2007, Holt
2009). They have shown that among the possibleonsaare historical ones such as the
distractions of debates within evolutionary biology issues like the adaptationist program
and phylogenetic reconstruction that were of littldevance for community ecologists.
However, several authors have also identified efiees between evolutionary biology and
community ecology that are more germane. For examgh adaptation in an ecological

context may not involve adaptation in the evolutignsense. As an example, organisms often
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modify their environments as they occupy them aer long term. New recruits to the
population essentially inherit the modified envinment. Therefore even if traits in a
population do not change over time (evolutionarg@dtion), the functioning of the traits
may change (ecological adaptation). A synthesigwlutionary biology and community
ecology should incorporate the idea that traits@mdronments may be shaped by each other.

Moreover, evolutionary and ecological processesteadi very different time scales (Holt
2005, but see Carrodt al. 2007) and also at very different spatial scales;later Sterelny
(2005) calls the “grain problem.” The differende=tween evolutionary biology and ecology
in terms of both time and spatial scales are peritiag most commonly identified reasons for
a lack of synthesis between the two disciplinespi®Ra&volution may quickly change the
relative frequency of different traits in a popidatbut for the most part, traits emerge and are
shaped over the long term. Evolutionary procesake place over many generations. In
contrast, ecological processes largely occur witthe scale of a single generation.
Nevertheless, while the fitness benefits of tramight be the end result of tuning over the
long term, the main tool of evolution, natural sél@n, is the integrated process of many,
short-term ecological events. In the lives of indidals there are competing constraints that
may be affected by different traits and the inteégraover this multidimensional matrix in the
long term is part of the process that may allowefis advantages to accrue for particular
traits. Natural selection can have no goal and m@idggous traits can emerge only along a
bumpy road of ecological interactions. Evolutiongpyocesses also contribute to the
bumpiness of that road. Species do not exist ilatsd populations but in metapopulations
that are interconnected to varying degrees. Everrdgironmental conditions that appear to
be broad scale, there is no guarantee that sedeptessures are the same across different
metapopulations or even within sub-habitats in #inea of a single population (Ricklefs
2004). The result of this graininess is that immigm among metapopulations may dilute the
effects of local selection by introducing allelesrh different populations that were either
neutrally selected or perhaps were selected ierdifit ways.

The practical result of these differences in timd apatial scales is a divergence in focus
between evolutionary biologists and community eg@is. Evolutionary biologists tend to
study in isolation traits of as many ecologicaknatctions as possible that might dilute the
fitness effects that are their focus. Communityl@gists, on the other hand, tend to think of
traits as fixed because, within the myriad of sitawskous ecological interactions and short
time scales in which they work, evolutionary chamgeny trait is unlikely to be manifest.

Such compartmentalization of the disciplines caanexesult in a questioning of the actual
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importance of bridging community ecology and evioluary biology as there is a lack of
clear demonstration under what circumstances imisortant for biologists to take into
account both community interactions and evolutigngreory (Johnson and Stinchcombe
2007).

Here, we suggest that host-parasite interactiong sesive as an ideal model for the
intersection of evolutionary biology and communégology. Host-parasite investigations
(“H-P” hereafter) have evolved conceptually durthg last two decades, from a basic and
descriptive approach to the current hypothesisetiriand more theoretical discipline shaped
by evolutionary biology (Poulin 2007). A deeper arstanding of the determinants of the
mutual selective pressures that the host and thesipes exert on each other, together with
recent conceptual advances, arguably positionfiblid of research at the frontier between
ecology and evolution. Additionally, current publion trends suggest an increasing
tendency for H-P research to fit within both theoletionary and ecological frameworks,
further underlying the appropriateness of H-P systavhen considering the synthesis of
evolution and ecology (manuscript 6).

As hosts and their parasites are different spetieg are independent units of natural
selection, yet their lives are strongly intermingl&@he parasite is subject to most of the same
myriad of day-to-day ecological interactions th#feet the host. While these interactions
cannot, of course, shape the parasite in the sawlatenary way as they shape the host,
nevertheless it is the case that ecological realior the host strongly and at short time scales
affect the parasite. In other words, the strengtid aature of the selective pressures
encountered in the host’'s life may promote rapidl@ion of the H-P system, within an
ecological time frame. The interplay between evofuand ecologically significant processes
may be thus more clearly seen in H-P systems, (&lesdret al. 2003) possibly avoiding
Sterelny’s (2005) grain problem. The convergende/éen evolution and ecology makes H-P
interactions dynamic over time and space, and may explain why H-P interactions can
vary along a continuum from mutualism to strictgsatism, depending on given ecological
conditions (Renaud and de Meels 1991).

From this perspective, we explore the ways that-pagasite relationships may be free of
some of the issues that have thus far preventegnthesis of evolutionary biology and
community ecology. In the following sections, wepkn our approach, describe the critical
mechanisms affecting the outcome of H-P interasti@md identify under which conceptual
framework (evolution or ecology) each mechanism rayexplained. We then discuss the

interactions between evolutionary and ecologicatimaisms and investigate the role of local
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environments in modulating such "eco-evolutionamyteractions. Finally, we propose an
integrated, extended, H-P eco-evolutionary fram&wehich may serve as a model for the
emerging synthesis between ecology and evolution.

Functional mechanisms and the eco-evolutionary graent

In H-P interactions a gradient across scale oftest®in the strength of selective pressures
exerted by each protagonist on the other. At thesti molecular scale, the co-evolutionary
arms race between the host's immune system angatasite’s defenses is certainly under
intense selective pressure. The outcome of thidebet strongly affected by interactions
between the host's genotype and the parasite'sypenthereafter referred to as GxG) with
little direct influence of either environmental ecological factors. At higher levels of
organization the roles of both the internal anetexdl environments become more relevant.

At the physiological level and above (i.e., indivads, populations, communities), the
outcome of H-P interactions is determined not dnhthe specific, focused, co-evolutionary
arms race of immune responses and defenses, bubylthe environmental conditions both
within and outside of the host's body (Bedhomehal. 2004, Seppalé&t al. 2008). For
example, host condition such as the temperaturgghih H-P interactions take place may
affect allocation trade-offs by the host resultingariable level of susceptibility to pathogens
(Mitchell et al. 2005, Vale and Little 2009). At the populationdévhost density (Ebed al.
2000, Bieger and Ebert 2009, Echauberrédl. 2010) and other factors are well known to
affect pathogen transmission (Brunmeal. 2007). At the level of the whole community, the
effects of parasites would be just one factor seof ecological challenges that may include
foraging, predator avoidance, mate-seeking, andindewith environmental contingencies.
The end result is that the selective pressuresirsipapP interactions become more diluted
along the path from molecules to community (Fig Ngvertheless, each of the critical
mechanisms occurring at the different levels ofldgm@al organization, such as GxG
interactions, allocation trade-offs, and commumtisged mechanisms are important for
determining the outcome of H-P interactions at ezdhe relevant levels (genes, individuals,
populations and communities). These mechanismsedfier referred to as "functional
mechanisms”) are therefore characterized in a rénoge primarily evolutionary to primarily
ecological effects along the gradient of biologicajanization.
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Fig. 1. New framework for the reintegration of ecology alutionary biology. Each of the three biological
levels (A) under which H-P interactions can be stigated is characterized by specific functionathamisms
determining the outcome of the interaction betwd#e® host and the parasite (B). The influence ofhsuc
mechanisms can in turn be modulated by externat@mmental features (C) so that the traditionahfeavorks
under which investigations regarding the differdentls of organization (D) is now reconsidered asrceptual
evo-eco gradient (E).

1. Genotypic interactions and evolutionary patterns

The molecular interaction between the parasita®@p and the host’'s cell receptors and
circulating antibodies are immunity battles, thetcomes of which are the strongest
immediate determinants of an infection (Frank arehn3d-Hempel 2008). The highly
polymorphic Major Histocompatibility Complex (MHG)lleles vary among hosts, causing
each individual to have a particular spectrum @spntation efficiencies for the epitopes of
different parasites. Thus the strength of a hassponse to a particular epitope depends on its
MHC genotype. From the parasite's point of vieyaaticular antigenic variant may be able
to attack some host genotypes but not others. BHigyaof a parasite to avoid detection by
the host's immune response depends on several m&tisasuch as random mutation during
replication which generates novel antigens, or cdwmg expression between archived
variants. The variability of both the host's MHQelds and the parasite's antigenic variants
results from a mutation-selection balance. Theeefwoth the host and pathogen genotypes

(GxG) are important to consider as they both shardrol of the epidemiological parameters
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of their relationship. and appear therefore tofiitecal mechanisms that shape the outcome of
H-P interactions and are the fuel for antagonistievolution (Sorcet al. 1997, Cariust al.
2001). Coevolution is the result of a frequencyatetent reciprocal selection on host
resistance and parasite infectivity (Thompson 19R4%quires genetic variation in resistance
and infectivity as well as genotype-genotype spatyf Genotypic interactions between host
and parasite have the potential to modulate bathsttength and specificity of their mutual
selective pressures resulting in non-trivial cotationary dynamics. For example, Cariets

al. (2001) found that interactions between a giN2aphnia magna clone and a given
Pasteuria ramosa isolate may result in different outcomes in congaar to other associations
indicating the potential for frequency-dependeneéd®n in this system. Good examples of
the importance of GxG interactions in determinihg tutcome of H-P interactions and
ultimately affecting the co-evolutionary process aiso reported in anopheline mosquitoes
(Lambrechtsat al. 2005, 2006) and in amphibian/ranavirus systemswiseipt 2). Such co-

evolutionary processes may, in turn, affect all@catrade-offs for other life-history traits.

2. Life history trade-offs

One common factor that links all classes of immfumetion is the need for resources that
the host might use for other functions. Optimalotese allocation depends on balancing
multiple demands for resources and their associbéeefits (Sheldon and Verhulst 1996,
Tschirren and Richner 2006), resulting in trades @it the individual level. For example, a
trade-off between host immune function and repridachas been documented in several
species including birds, rodents and invertebr@liesonen et al. 2000, Sanzt al. 2004,
Ahtiainenet al. 2005, Schroderugt al. 2010). Theoretical analyses suggest that hostsdwou
be favored by selection if they were able to repoad earlier thus avoiding prolonged
infection (Hochberget al. 1992, Michalakis and Hochberg 1994). Furthermtire effects of
a given parasite on its host are often not immediait rather increase with time from
infection, reinforcing the need for a host to prefgially allocate resources toward
reproduction, even at the expense of growth and\air(Forbes 1993, Agnewt al. 2000).
Additionally, the responses of the hosts in modidyitheir reproductive schedule may be
accomplished either by phenotypic plasticity, aseesially ecological response, (see section
below) or genetic differentiation (Michalakis anddthberg 1994), an essentially evolutionary
response (genetic variation). A change in timingreproduction has quite considerable
consequences at the population and community lewdsly reproduction may increase

population growth rate but at a cost in body sae,important factor in vulnerability to
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predators (Emmerson and Raffaelli 2004) and cormgetability (Smith and Brown 1986).
Additionally, a higher population density may maesadily over-exploit food and other
resources, in turn benefiting the parasite poputaéixcept if the resources available for the
parasite depend directly on the host condition p&&pet al. 2008). Clearly, even in H-P
interactions that occur at the individual host letere will most likely be consequences at
the population and community levels.

From the individual parasite’s point of view, a flamental property affecting the
evolution of virulence is the trade-off between thieulence of an infection and the
reproductive capacity of the parasite (Ewald 198zon et al. 2009, Froissarét al. 2010).
Virulence is usually an unavoidable consequenceanésite reproduction in the host with
higher parasite reproduction most often resultmdpigher virulence (the baseline pathogen
reproduction ratio, RO, is an inverse function loé thost death rate, which is a measure of
virulence; Anderson and May 1979). The parasiig®gs improves with an increase in its
reproductive capacity, but is diminished by highulence (which debilitates or kills the host),
if transmission of the parasite requires the hodte alive, healthy and able to reproduce (i.e.,
vertical transmission). Such transmission-virulemi@le-offs have been observed both in
nature (Herre 1993, Ebert 1994) and in lab expearimméEbert and Mangin 1997, Messenger
et al. 1999).

3. Community-based functional processes: parasite-@diated competition and dilution
effect

While many studies demonstrate that pathogens arabsipes can have dramatic impacts
on individual hosts, substantially fewer have exgib the ecological consequences of
parasite-induced changes in hosts and host popugatPathogen effects on host behavior,
reproduction, and mortality influence community eirtctions such as competition,
facilitation, predation, and invasion and thus rhaye strong impacts on ecosystem dynamics
(Ostfeldet al. 2008).

One of the better known mechanisms by which pasasimay affect the host community
is through parasite-mediated competition which eggived considerable attention since the
reviews by Freeland (Freeland 1983) and Peical. (Priceet al. 1988). Parasite-mediated
competition was first described by Park and hipasses in the 1940s (Park 1948) when they
conducted a series of laboratory experiments onpetitive interactions withTribolium
beetles. The authors observed that a protozoarsifmr@delina tribolii) could alter the

competitive relationship between two speciesTobolium. Under certain conditions the
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competitively superior beetle was prone to infattiy A. tribolii, allowing the competitively
inferior species to survive or even dominate (P&8d48). A considerable amount of
mensurative and experimental data, as well as trecemceptual advances, suggest this
mechanism to be particularly significant given tise in emerging diseases (Palumbi 2001,
Lebarbenchoret al. 2008) and the opportunity that pathogens haveirecttly affect host
abundance (Hudson and Greenman 1998).

On the other hand, host populations and their gssacecological community can affect
pathogen and parasite dynamics. The presence @& tinan one host species in a community
may increase the pathogen’s population size (amalibn effect), and enhance its ability to
persist (dilution effect) compared to situationsenghjust one host species is present. While
there is little evidence for an amplification effeor its prerequisites, strong evidence has
been found for the dilution effect during the lad#cade (Ostfeld and Keesing 2000,
LoGiudice et al. 2003, 2008). In essence, when more than one Ipesies are present, a
transmission event that might link an infectiousl ansusceptible individual of the competent
host species may instead link, in greater propastionfectious individuals to incompetent
hosts. In consequence, this situation will genefatefewer new infections, modulating, in
turn, the pathogen population dynamic and depletiagfitness (see Begon 2008 for a

discussion).

Cascading influences and the eco-evolutionary mosai

While all of the functional mechanisms describedvebmay be crucial determinants of the
outcomes of H-P interactions, they differ in thespective scale of occurrence and whether
they are considered to be evolutionary or ecoléginacesses. Historically, GxG interactions,
allocation trade-offs, and community-based mechmasishave been, not necessarily
deliberately, studied under the umbrella of eith@rolutionary biology or disease
ecology/epidemiology. This epistemological/concaptpartitioning has increased the gap
between reductionist evolutionary biologists andistic community or disease ecologists
leading to the current discontinuity in the evadatry-ecology framework.

We believe that the conceptual partitioning betwemsology and evolution is an
obstruction in the study of H-P systems becaussetlsgstems represent a mosaic of both
types of influences. Furthermore, the current pracof studying evolutionary processes
without considering the ecological setting, anddging ecological processes without

considering adaptation potential, represents andetit to enhanced understanding of the true
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relationship between evolution and ecology. To asgslthis, we propose to use the concept of
cascading influences, which can be thought of adirbctional (evolution to ecology and
ecology to evolution) eco-evolutionary feedbackestret al. 2009) between the functional
mechanisms explained above. Each functional meshamill, at its own level, affect the
host and/or the parasite in terms of energy balasasceptibility, density, and fitness.
However, changes in parameters of the host anaipangaopulations will have implications
for all other functional mechanisms. When reseaschgnore this problem by
compartmentalizing research at either end of atuéweo-ecology gradient there might be a
lack of understanding of their systems. Nature masaic of evolutionary and ecological
processes and incorporating this mosaic may be productive than dissecting it.

Despite the somewhat abstract nature of the ech#tmmary mosaic concept, and the
difficulty to test it, several examples from theFHiterature support a synthesized view where
ecological process affect evolutionary pattern aiog versa. The connection between H-P
genotypic interactions and life-history trade-di$ee Fig 1), is particularly well illustrated in
a recent study by Salvaudehal. ( 2005). In a cross-infection experiment, the atghused
five lines of the plantArabidopsis thaliana and two strains of the oomycete pathogen
Hyal operonospora parasitica. They showed that three traits traditionally cdesed to result
from the parasite transmission-lifespan trade-dféced among specific combinations of host
and parasite lines. These findings are corroborbyette influence of genotypic interactions
on life-history traits that may be involved in teadffs, such as resistance Rtasmodium
falciparum in Anopheles gambiae, the major vector of malaria in Africa (Lambrecletsal.
2006).

At higher levels of biological organization (Fig, the links between individual trade-offs
and community consequences are better known, pltig in the understanding of how host
physiology affects epidemiological parameters atdbmmunity level. Such a connection has
been observed in the yellow dwarf virus infectingdwgrasses worldwide (Cronigt al.
2010). In this system, the physiological phenotgpe¢he host and its associated trade-offs
explain why hosts differ in susceptibility to infem, and ability to support vector
populations. Ultimately, the authors suggest thatghysiological phenotype of the host may
explain pathogen transmission across ecologica&ldeivom the individual to the community
(Cronin et al. 2010). Ultimately, while no study has directlydkad multi-level influences
(e.g., from genotypes to phenotypes to commun@ynechanistic continuum must underly

any evo-eco gradient. Such intrinsic dependendiescological and evolutionary processes
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argue strongly for the extension of the currentl@wmnary ecology framework to include

community level mechanisms.

Environmental heterogeneity in host-parasite interations: does it matter and to what

extent?

In addition to the contrasting effects of more etionary vs. more ecological processes
along the evo-eco gradient, other factors may coneeplay to determine the outcome of an
H-P interaction. In this section, we explore a f@vhese ideas to illustrate how and when the
local environment may modulate these processes. Stdet by presenting how the
environment can modulate genotypic expression tiirophenotypic plasticity. We then
discuss the influence of demographic events forhbbbst condition and pathogen
transmission at the population level and how theants can affect the genetic structure of

host populations.

1. GXE, reaction norm and phenotypic plasticity

At the genotypic level, the dynamic nature of adph and counter-adaptation between
the molecular arsenals of host and parasite (antsii co-evolution) may be particularly
sensitive to environmental influence. In fact, ieowmental variables may affect the strength
of selection and the type of response to selegiessures resulting in host and/or pathogen
Genotype (@ and G) by Environment (E) effectseg. GuXE, GoxE, or GyXGpxE). The
result of these interactions may be condition-ddpanh virulence (Thomas and Blanford
2003, Wolinska and King 2009, Daskin and Alford 20Eig. 1). The direction and extent of
environmental effects on genotypic interactions megult in the expression of different
phenotypes as the reaction norm (see Scheiner f®98 review). Such influences by the
environment on host and parasite genotypes have dmaimented widely in the last decade.
For instance, the significant effects of environmen the specificity of selection in H-P
system have been documented in 31 of 92 performatysis reviewed by Wolinska and
King (2009), who indicated that no single enviromta¢ optimum exists for a given H-P
interaction and emphasized the critical role oféhgironment for the outcome of an infection
(Wolinska and King 2009)
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2. Demographic events

As a necessary consequence of populations and coitiesubeing comprised of disparate
individuals, both genes and populations are praneandom fluctuations in abundance
resulting in both genetic drift and population extion (Vellend and Geber 2005). From a
whole community point of view, natural contingersién a given environment are
instrumental in determining the mortality and birte of host and parasite populations.
Among potential hosts, both inter- and intra-speatisceptibility to a pathogen or parasite
will lead to differential host mortality, transmisa rate, and infection pattern. The result is
that variability among potential hosts in factousts as host social behavior and contact rates,
susceptibility, and population size will affect tbeerall disease dynamic (see Altiztral.
(2006) for a review on the effect of environmenssasonality on infectious diseases
dynamics). Parameters related to pathogen transmissch as the duration of infection and
the probability of infection are critical for dissa epidemiology and they may be directly
related to ecological factors such as the densibieshe susceptible and infected host
populations (Anderson and May 1979, 1981, Hochlzerg Holt 1990), as well as the so-
called mass-action or density-dependent effect Mée@allumet al. 2001, for a discussion on
alternative models of transmission). Any modifioatiof a pathogen's transmission rate in the
host community that results in differential mottaliates will alter host community structure
(diversity, richness, abundance), and likely reBulthanges in the ecological interactions of
the host species. Such changes will in turn infbeethe potential for a dilution effect and
eventually modulate the intensity of the parasiediated competition (Fig. 1).

Furthermore, due to environmental stochasticityift dind migration are the main
regulators of neutral genetic diversity (Kimura 98lubbell 2001) but these processes can
also have important effects on non-neutral diverfliienormand 2002, Vellend and Geber
2005). Genetic drift, resulting from a decreasegefe flow among host populations may
result in the loss of alleles useful for diseasgstance. Several studies have indeed shown
both empirically and theoretically that a geneticdepauperate host population may be more
susceptible to diseases and parasites (Lieelgl. 1990, Coltmanet al. 1999, Acevedo-
Whitehouseset al. 2003, Garneet al. 2005). Migration may affect host and parasite gene
diversity through gene flow modulation (Thrall argurdon 1997) whereby favorable
resistance alleles are brought to the host popustby new migrants. The new molecular
weapons may lead to new fitness outcomes in thiegamsilation(s) (Fig. 1).
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From the evo-eco mosaic to a cohesive conceptuarnework

As we have shown, three types of mechanisms infiethe outcome of an H-P
interaction, each of them occurring at differenales of biological hierarchy, and falling
along a gradient from evolutionary biology to commty ecology justifying in turn the view
that H-P system are an eco-evolutionary mosaidchénprevious sections we provided the
fundamental properties of these mechanisms and the&r-dependent influences and
suggested that the compartmentalization between thenisleading. In this section we move
beyond the mechanistic aspects and develop arespkigical justification for an extended
eco-evolutionary framework.

The outcome of any infection clearly has multipteeracting dependencies at several
biological levels. In other words, the set of péi@nand actual outcomes at a given level
(genes, individual, population/communities) intéraith conditions at the contiguous lower
and upper levels of organization, through sets ahyrto-one and one-to-many connections
(Vepsalainen and Spence 2000). The number of limtaditions and their permutations at
the lower level (genes) define the potential statethe next level (individual). In turn, any
given level (either genes or individuals) is coasted by the upper-level (communities)
boundary conditions (Vepsalédinen and Spence 2003.newer conceptual approach, each
mechanism at each level is investigated within atedual framework that allows
generalization based on multiple causations at ghisn level. Once the generalization is
validated at the lowest level (genes) it allowgvaht and specifically focused investigations
at the next level up potentially leading to a gafization at a higher level (Fig. 2). Overall,
this bottom-up contingency-based approach is aedesbntinuous explanatory framework.
Top-down influences, from communities to genes als possible and may modulate
existing lower levels mechanistic interactions lagdo non-trivial system evolution. were
Such a framework has the potential to incorporatk @acount for the great complexity and
multitude of causations within, and among levetbe-outcome of an infection, for example.
This type of explanatory framework is likely to prde us with a greater understanding than
simple generalizations linked to investigations iablated levels (genes, individual,
population, or communities; Vepsalainen and Sp&ti®0). What we describe is elegantly
summarized by Levins and Lewontin (1985): “We arfnrea strategy that sees the unity of
the general and the particular through the explanadf patterns of variations that are

themselves higher-order generalities that in texeal patterns of variation”.
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As a practical matter, we suggest the combinatgey af Causal Diagram and Structural
Equation Modeling (SEM) for evaluating the entirlaysible hypothesis space and the
respective weight of potential causes within eadalflevel when determining the outcome of
a given H-P interaction (Fig. 2). Both causal deégrand SEM are attributes of a strong
inference approach which simultaneously use astaff of working hypotheses (Chamberlain
1897).

The Causal diagram is a visual representation ef glausible mechanistic pathways,
potential interactions, and confounders involvea isingle outcome of interest (Greenland
al. 1999, Plowright 2008). The use of causal diagrammpte communication among
scientists and clarifies assumptions, foundatioos dnalyses, generates clear testable
hypotheses and identifies gaps in existing datar(Hjand Bagheri 2006; Fig. 3).

Structural Equation Modeling is an advanced, maliate, statistical process that can be
used to construct theoretical concepts and estabbsisation links between manifest and
latent variables. Latent variables are theoreticalcepts that unite phenomena under a single
term (e.g., genotypic interactions) while manifeatiables are usually directly measurable
quantities (Bollen 1989, Malae#i al. 2000). The use of SEM in ecology and evolution is
increasing due to its appropriateness for the tiy&son of multi-causal nested problems
(Arhonditsiset al. 2006). SEM seems to be a robust technique folystgdnterdependencies
among sets of correlated variables, and is welteduito providing insight into the
relationships among the abiotic and biotic variahte ecological and evolutionary research.
In this statistical technique, pre-conceptualizagithat reflect research questions or available
knowledge about a given system structure the rifaanework for model development, while
both direct and indirect effects and measurementsare taken into account (Arhonditsis
al. 2006). Most SEM can be expressed through pathdtalisgrams indicating the causal
relationships between relevant variables which mtenvalidation of a specific combination
of explanatory hypotheses at each focal level. @dimation at an upper level requires
concomitant generalization at the lowest level ltexyin a nested validation process and the
realization of a cohesive explanatory frameworkngldhe epistemological continuum as

illustrated by the white arrow.
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Fig.2. Epistemological continuum vs. biological hierarci®jong the Epistemological continuum, researchers
develop hypotheses that might be integrated inxplaratory framework and ultimately condition tredidity of

a paradigm. Hypotheses, explanatory framework amwddigm follow a falsifiability gradient in the ciaxt of

the scientific method. From hypothesis to paradigine, degree of falsifiability potential decreasasturn
generating the observed bottom up validation proeedplus and minus signs illustrate the gradieht o
falsifiability in the scientific process). In théodogical hierarchy compartment, within each biotag level, a
set of hypotheses can be formulated (black arrows).

We believe that SEM is a powerful tool allowing tledust extrapolation of relationships
within a focal level throughout the eco-evo framekvdt a single focal level, relationships
among a set of manifest variables can be analyzele form of a correlation matrix. This
would allow determination of the role of each vhlain explaining the variability of the
others. A study of relationships among latent \des would delineate the critical linkages
across focal levels. This would provide a rigorousans for discovering and evaluating the
importance of, for example, genotypic interactiotife history trade-offs, and parasite-
mediated competition. Practically, we agree withaxditiset al. (2006) that this multivariate
statistical method can be supplemented with Bagearalysis in an effective combination.
Bayesian methods provide amposteriori probability of accepting an ecologically meanirgfu
specific hypothesis rather than providing a fixkteshold for rejecting an often meaningless
null hypothesis, as is the case with frequentisthiods. The joint use of SEM and Bayesian
analysis in any complex system is more likely tenitify plausible causative relationships in a

robust manner.
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Complex synergies and context-dependent dynamics Amphibian-ranavirus

interactions: an example

Amphibians are facing the most dramatic and enignmadpulation declines worldwide
with over 32% of the 5743 species described beingsla of extinction (Stuarét al. 2004).
Among many causes for these declines, Emergenttiafss Diseases (EIDs) such as the one
triggered by ranavirus infection have been showrbéoresponsible for mass die-offs in
amphibian populations. Ranaviruses as emergingogatis are known to have caused
amphibian die-offs on five continents (Grayal. 2009, Miller et al. 2011). The greatest
number of reported mortality events has been intiNé&imerica and Europe, resulting in
population declines in several cases (Teaehal. 2010). Ranaviruses are known to infect at
least 72 amphibian species in 14 families (Mideal. 2011).

Despite an increasing understanding of ranavis®aie determinants, ranavirus dynamics
in the environment remain to be elucidated. Oureustdnding of ranavirus ecology is
obscured by environmental contingencies that resutbntext-dependant disease dynamics
(Lesbarrerest al. 2011, Daskin and Alford 2012). The interdependestiure of disease
determinants renders the investigation of ranavimdsced mortality a challenge and the
influence of potential abiotic and biotic mechansssuch as temperature, larval development,
density and competition for resources on the pesnad and virulence of the virus remain to
be explored (Lesbarreres al. 2011). Amphibian ranaviral disease appears toelsed to
ecological change and therefore can be mediatedighrcomplex and large scale processes
that are not amenable to traditional reductionigpraaches regarding causal inference
(Plowrightet al. 2008). Consequently, it is necessary to applynggrative approach where
ecological, evolutionary and epidemiological corisepare used together for the
understanding of ranavirus/amphibian interactiori3askin and Alford 2012). The
explanatory framework developed through the prepaper therefore becomes a relevant
conceptual tool to use in order to elucidate ra@vdisease dynamics and predict
coevolutionary trajectories. The case of ranavamghibian interactions illustrates
particularly well the benefits of incorporating ceptual developments, such as the eco-
evolutionary mosaic framework coupled with techeisjsuch as causal diagrams and SEM
into applied approaches. In parallel, the applwatf the recommendations derived from the
conceptual eco-evolutionary mosaic framework pr@amotiltidisciplinarity through the need
of an extensive diversity of methodologies, fromguencing to large-scale mesocosm

experiments through modeling and geographic dedbyses.
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An example of causal diagram for ranaviral diseasergence in amphibian is given in
Fig. 3. The last decade has seen an increasingshtior ranavirus disease dynamic and an
important number of studies have contributed toravardown the space of plausible
hypotheses for an epidemic to occur and inducersawertality in amphibian populations
(Fig. 3). Susceptibility to ranavirus infection e widely among species (Schoekal.
2008, Hovermaret al. 2010, manuscript 2). Of 19 North American spetéssed, wood frog
(Lithobates sylvaticus), gopher frog I(. capito) and Eastern spadefoot toad&aphiopus
holbrookii) were the most susceptible to ranavirus (Hoverretaal. 2010, Haislipet al.
2011). Modification of global cycles, hydroperioddaland use can alter patterns of ranavirus
transmission through host population density chafgehaubardet al. 2010) and the
modification of host species richness (Babbitt 200Bhe reorganization of host species
assemblages may also alter ranavirus-mediated dimpeand further modify host
community composition (Pricet al. 1988).

Ranavirus can transmit horizontally among individuaa indirect and direct routes (Gray
et al. 2009). Transmission of ranaviruses has been dau@me&ia exposure to contaminated
water (Brunneret al. 2004, 2005, Pearmagt al. 2004), by direct contact with infected
individuals (Brunneret al. 2007), and by exposure to fomites such as virmgacoinated
sediment (Harp and Petranka 2006). Ingestion @ctetd tissue either through necrophagy,
coprophagy or cannibalism is another effective dnaigsion route (Jancoviakt al. 1997).
Exposure to infected individuals in water for threeurs without contact can result in
transmission (Robest al. 2011), and only brief direct contact is needeadase infection
(Brunner et al. 2007). Typically, ingestion of the virus results faster mortality than
exposure via virus particles in the water (Hoverrsaal. 2010). During an outbreak, it is
likely that ranavirus infects hosts via multipleutes of horizontal transmission; although
vertical transmission of iridoviruses has been shawinvertebrates (Huntest al. 2001), it
has not been demonstrated for ranaviruses infeatertebrates (Drennast al. 2006).
Attempts to test for vertical transmission havelded mixed results (Brunnest al. 2004,
Duffus et al. 2008).

In parallel, land use modification and habitat fresstation can alter host metapopulation
dynamics and gene flow resulting in host genetiedity depletion (manuscript 1) and
potentially and higher sensitivity to perturbationsluding ranavirus infection (manuscript 1,
Pearmaret al. 2005). Ranavirus-induced mortality is rare in &dumhphibians whose immune
system is more developed than in larvae (Roleeral. 2005, Miller et al. 2011) and

Susceptibility of larvae to ranavirus varies depegan the developmental stage of the
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larvae (Haislipet al. 2011, manuscript 4). The maturation of the immagstem together
with the number and severity of virus exposurelierfce the severity of the resulting disease
(manuscript 4). Temperature increase is likely tmdalate host developmental rate, immune
response potential and genotypic interactions fuguent ranavirus strains resulting in non-
trivial infection outcomes (manuscript 2).

The described investigations help to identify amdidate potential causal pathways of
ranaviral disease emergence, for most of them scseveral levels of the biological
organization but many questions remain unanswénegarticular, clarifying the role of eco-
evolutionary feedbacks between ecological and ewolary determinants of ranaviral disease
in a broad environmental context is required toessshypotheses, and eliminating them
whenever possible. The strong inference approamicamnitant of the application of the eco-
evolutionary framework proposed, will eventuallioal the examination of “parent” variables
(such as land use and climate change), and ultiynizted to a better understanding of how

ecological change drives disease emergence.
Host-parasite evolutionary ecology, towards a newgradigm?

Community ecology and evolutionary biology are gliboes typically studied in relative
isolation from one another. Community ecology iriggges how interactions among species
and their environment affect the abundance, digiob, and diversity of the component
species with limited reference to genetic variateord evolutionary change within species
(but see landscape genetics, Magtedl. (2003). In contrast, evolutionary biology consgler
genetic variation and the mechanisms that resufieinetic and phenotypic change within
populations, without much regard to the ecologicahstraints that all populations are
subjected to. Although there is a long traditiorihwi evolutionary biology of investigating
the effects of proximate ecological factors (phgpiut plasticity is an example), the role of
the community in affecting evolutionary patternsgdaice versa, has received little attention.
In fact, recent reviews at the frontier between gamity ecology and evolutionary biology
stress the need for a new synthesis extendinguirent framework of evolutionary ecology
to envelop community ecology. For instance, itleac that in any community, the genetic
potential within even one species can affect tledoggcal dynamics of the whole community
and alternatively, community dynamics can govermol@onary processes and patterns
(Johnson and Stinchcombe 2007).
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Our opinion is that a conceptual bridge betweerutam and ecology even at the community
level is particularly relevant when studying H-Reractions. In essence, we consider that
mechanisms critical to H-P interactions (e.g., Gk@de-offs, dilution effect, and parasite-
mediated competition) occur at all scales of bimagorganization. Each level at which a
given functional mechanism occurs may be affectedremdirectly by ecological vs
evolutionary processes. From the molecular scalgeoitypic interactions to community-
based processes, the ecological and evolutiondiyences follow an antagonistic pattern.
The intense selective trade-offs so often obsemtedhe scale of genotypic interactions
become more and more diluted by ecological infl@sras the biological realm broadens. The
functional mechanisms here described have beentidraly investigated under the
conceptual frameworks within which they originat®&ait our opinion is that the occurrence
of synergies among these mechanisms augurs againséptual compartmentalization and
suggest an integrative approach is more approprizaeticularly for the study of H-P
interactions. The knowledge available with regaadsl-P interactions outcomes determinants
that reveal bidirectional feedbacks among ecoldgiod evolutionary processes suggest the
relevance of a functional eco-evolutionary mosasmiework that incorporates community
processes. As a corolary, the reductionist appraeems to have reached its limit and
molecular studies are now able to relate back ¢optenotype and address the relationship
between gene, organism, and environment (Singh)2@X8riers between disciplines also
tend to be broken by an increasing degree of msdilinary collaboration. Such
collaborations are also efficient in that they mirde methodological issues, as well as time
and financial effort, to address broader researghstipns. Both these conceptual and
methodological advances suggest that integratiyeoaghes to investigate H-P interactions
could, and even should, be the rule rather tharexiception and will prove to be particularly
valuable for the more applied investigations of Egime Infectious Disease in the wild.

Finally, we believe that H-P evolutionary ecology @ field of research has now itself
evolved to a degree of maturity where it can reaahto a novel paradigm which could unite

evolutionary biology and community ecology.
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Abstract

The methodology associated with bibliometrics hasnbused to describe the evolution of
a discipline and to document and monitor changesciance through output and citation
analysis. At the same time, in the fields of ecgland evolution a synthesis linking
community ecology and evolutionary biology is emmeggbut is still in its infancy.. Among
all the potential research areas where the mengfirtige two fields could be examined, host-
pathogens (HP) studies have been argued to beeahnebdel:the strength and specificities of
the selective pressures involved in a given intesagnay promote the an investigation of the
interplay between evolution and ecology. The puepoisthe present study was to assess the
tendency for ecological and evolutionary conceptbe published in tandem in HP studies
and to underline the prominent role HP studies mliglive to promote such a synthesis of the
two fields. To do this, a bibliometric analysis tbe fields of Evolution (Ev), Ecology (Ec)
Evolutionary Ecology (EVEc), and Host-parasite Ewioinary Ecology (HPEVEcC) was
conducted using indexed citations from the IS| weEKnowledge database.

Our analysis revealed that, in contrast with thedhother studied fields, the output in
HPEVEcC publications is primarily growing in four y& (1) in the number of HPEVEC
indexed articles; (2) in the number of journals I@iiing work related to HPEVEC; (3) in the
reach, quality and visibility of HPEVECc publishetices (as measured by impact factor); and
(4) in the number of reviews vs. research artipl@slished in the field.

Consequently, we suggest that HPEVEC research riently experiencing a marked
maturity process whereby HP systems are relevamdidates to investigate and further
achieve the synthesis of ecology and evolutionaripgy.
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Introduction

Bibliometrics is defined as “the use of statistioathods in the analysis of a body of
literature to reveal the historical developmentsabject fields and patterns of authorship,
publication and use” (Young and Belanger 1983)flers a powerful set of methods and
measures for studying the structure and processlaflarly communication (Borgman and
Furner 2002). Traditionally, bibliometricians hagencentrated their efforts on tracking
visible and objective indicators of scholarly aittivsuch as publications and citations, but the
techniques have recently been applied to other ubsitgind processes illustrating the
productivity of science (journal impact, federahdling, etc. ; Cronin 2001). As scientific
publication is increasingly moving towards an oalimedia, its attributes (citations number,
number of readers, impact factors, Eigen factats.) become progressively more available
for investigation. Bibliometrics is therefore mdiean ever a relevant analytical tool for the
investigation of trends within research areas. Asnh (Cronin 2001) suggested: “the age of
bibliometric spectroscopy is dawning” and the mdtionow steadily increasing in relevance
with the potential to reach many scientific fields.

Bibliometrics methods have been used in a widegariglisciplines including psychology,
pharmacology, health, education and medical inftioeato describe the research and
evolution of a discipline through output and cibatianalysis (Schloman 1997, Moorman and
van der Lei 2003, Garcia-Garcat al. 2008, Deshazaet al. 2009). To some extent,
bibliometrics and the mapping of science have blegically suggested to be relevant
approaches to document and monitor revolutionagnghs in scientific areas in real time,
thus quantifying potential paradigm shifts (Sm&l03).

The fields of ecology and evolutionary biology am&icately linked together by shared
concepts and ideas and parallel historical devetopr{Collinset al. 1986). While “nothing
makes sense in biology except in the light of ettoii (Dobzhansky 1973), evolution can in
turn only be understood within the environment ihiekh evolution occurs, suggesting that
ecological understanding is a prerequisite to thdeuwstanding of evolution. The field of
evolutionary ecology is at its core the study ofriatgon within individuals, among
individuals, and among populations and speciesingaknto account both the genetic
constitution of individuals and the environmentwhich the individual lived. Evolutionary
ecology essentially focuses on individual-centargeractions for which the investigation of
phenotypic variation has been used as a proxy ptucathe underlying genotypic variation

and understand evolutionary dynamic. The emergehkey concepts such as trade-offs and
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phenotypic plasticity results from strong conceptwambinations of ecological and
evolutionary backgrounds. Despite a beneficial gitimate interaction between ecology
and evolution for the investigation of individualge history, a similar synthesis is lacking
when it comes to the study of communities (Johnaod Stinchcombe 2007). In fact,
community ecology and evolutionary biology are giboes typically studied in relative
isolation from one another (Johnson and Stinchcorib87). However encompassing
community interactions and evolutionary processggther may provide new insight into
questions typically asked by ecologist and evohary biologists.. Among all the potential
candidates to demonstrate a synthesis of evolutjomad ecological concepts, host-parasite
(HP) studies have been proposed to be an ideal Inhedause the investigation of these
systems requires the incorporation of both ecobdgad evolutionary influences (Thomets

al. 2009, Echaubardt al. unpublished). The strength and specificities of #delective
pressures involved in a given interaction may primapid evolution, within an ecological
timeframe, thus allowing the interplay between atioharily and ecologically processes to
be more clearly noticeable (Neuhauseral. 2003). Such a convergence between evolution
and ecology, renders H-P interactions outcomes egbwliependent and therefore very
dynamic over time and space, fluctuating alongrginaum ranging from mutualism to strict
parasitism depending on given ecological conditigtanaud and De Meeus 1991).

In ecology and evolution, meta-analyses (the ssbialine of statistics that is designed
for summarizing and analysing multiple independsntlies) are used extensively (Arnqvist
and Wooster 1995, Leimu and Koricheva 2005) to dwmnt general conclusions with regard
to current theories within a field (Arnqvist and @déber 1995, Leimu and Koricheva 2005). In
comparison, analyses of citations and publicatimnds can be considered as external
investigations of published work in order to detegtnerical tendencies at a larger scale and
to help ascertain key conceptual directions emgrgmom theories. While a reasonable
number of bibliometric studies have appeared ineb@ogy-evolutionary biology literature
(see Graham and Dayton 2002, Neff and Corley 20@pur knowledge no studies have
investigated the occurrence, based onpublicatemds, of a synthesis between ecological and
evolutionary concepts, and more particularly theeptal leading role of H-P studies for the
merging of these concepts.

Using a bibliometric analysis, the objectives oististudy were (1) to document the
tendency for ecological and evolutionary conceptise published jointly and (2) to underline
the prominent role of HP studies to promote sudhgration. We addressed the following

guestions to achieve our objectives:
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1- Are there any differences in publication growth erabetween the fields of
evolutionary-ecology, ecology, evolutionary-biologlyd HP evolutionary ecology?

2- To what degree do publication trends in HP evohdry ecology as opposed to
evolutionary ecology in general exhibit linear @penential growth?

3- What type of journals publish HP evolutionary ecpylpapers?

4- |s there a trend in HP evolutionary ecology researggesting a maturity process and

a wider audience?

Material and Methods

1. Search topics and relevance of the procedure.

For all bibliographic searches we used the acadeitation indexing service I1SI Web of
Knowledge provided by Thomson Reuters. In Octol#02 we searched for all documents
assigned to terms related to the four topics ofrast: “Evolution (Ev)”, “Ecology (Ec)”,
“Evolutionary-Ecology (EVEc) and “Evolution and Hegy of HP systems (HPEVECc)”, for
each year of from 1990-2009. In order to obtainrniest accurate and relevant output from
ISI Search Services for each of these topics, ved tise following search criteria: “ecolog*
NOT evolution*”; “evolution* NOT ecolog*”; “ecolog*and evolution*; and “(parasite* OR
pathogen* OR disease*) AND ecolog* AND evolutionfér Ec, Ev, EVEc and HPEVEC
respectively. All these requests were restrictedsuibject areas such as “Environmental
science and Ecology” for “Ec ", “Evolutionary Biayg” for “Ev” or both subject areas for
“EVEc” and “HPEVEC”. This procedure was used tadretarget relevant publication spheres
thus avoiding out of topic published work (e.g. lewon of economic growth rate). The “non-
specific” attribute (*) broadened the search to amyds that include the root of the word
written before * {e. ecolog* will return occurrences for ecology, eqpbal and
ecologically). We described the literature usingJd&urnal Citation Report and the searching
algorithm of ISI Web of Knowledge. Although ISI dorot necessarily include all journals in
all fields, it nevertheless includes journals tbantribute the most to the diffusion of high-
standing scientific research and therefore cambsidered as a highly relevant search engine
for our study questions. We restricted our searthdise 1990-2009 study period and to key-
words and titles which are the most consistentibatis for long-term bibliometric

investigations (i.e. prior to 1995 no abstractsengsually available in the databases).
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2. Growth rate

In order to assess the growth of the HPEVEC liteeain contrast with the other fields, we
calculated the annual growth rate (AGR) for the@2009 study period for HPEVEc, EVECc,
Ev and Ec. We defined AGR as the rate at whichribmaber of the topic’s publications
increased yearly where AGR = (Current Year TotdPrevious year Total)/Previous Year
Total (Deshazat al. 2009). Additionally, in order to investigate thartporal effect on the
annual growth rate, we split the study period idezades (1990-1999 and 2000-2009) and
included “Decadal Growth Rate” as fixed factor igemeralized linear model.

Several laws have been proposed to describe thandgnof publication growth. For
instance, in bibliometric analysis, it is commonstatistically model the situation in which
success breeds success (Price 1976).. Price’s d¢dawing the so-called Cumulative
Advantage Distribution (CAD) has been thus proposedppropriately model bibliometric
and diverse social science phenomena. Moreoveh, dunodel has been shown to represent
an appropriate underlying probabilistic theory tioe Bradford law of publication and citation
analysis (Price 1976). The CAD is governed by tke&aB-unction which may model a family
of continuous probability distributions potentialtyimicking an exponential type of growth.
In order to assess whether the four topics’ grovete follows Price’s Law, we fit their
respective number of publications per year for shiedy period to both a linear and an
exponential model. The goodness of fit of both n®des evaluated by considering both the
adjusted R and the Akaike Information Criterion (AIC), whidhsts the significance of the
difference between the functions of different mosi@cifications (see Johnson and Omland
2004 for a review). Additionally, we computed a a&gte slope model to further investigate
the significance of the differences among moded thepict the topics’ growth. We used
“topics” as a categorical predictor and “year oblxation” and “decades” as continuous
predictors of publication counts. The separatg@esldesign is more appropriate than a
traditional analysis of covariance (ANCOVA) moder fmodeling the influences of the
predictors’ interactions on the response outcomis.significance of the interaction between
the categorical and the continuous predictors atdi significant slope differences between

growth models.

3. Trends in journal and article types
In order to assess trends in journals, we appliedBrd’'s law of scattering to all journals
publishing HPEVEc. Bradford’'s law estimates the amgntially diminishing returns of

extending a search for references in science jtarfiBradford 1934). In other words the
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numbers of the groups of journals to produce neagllyal numbers of articles is roughly in
proportion to 1: n: n2 ..., where n is called thedoad multiplier. Basically, Bradford's law
states that a small core of journals has as mapgrpan a given subject as a much larger
number of journals, n, which again has as manynsapethe subject as n2 journals (Hjorland
and Nicolaisen 2005). Although Bradford’s law ist netatistically accurate, librarians
commonly use it as a guideline. We identified thenber of journals publishing HPEVEC
articles each year over the 1990-2009 period. We ivestigated the number of individual
journals publishing five or more HPEVEC indexedcées per year in order to document the
growing relevance of HPEVECc for an increasing nunabeliscrete subcategories of journals.
Part of our investigation included distinguishingtween different types of published
documents. In theory, a field characterized bygh lgroportion of reviews may indicate the
time for new theories. Using the proportion of doemt types published annually, we
compared the variation of the ratio of “researdick” vs. “reviews” between the years 1990

and 2009 for each of the topics.

4. Impact factor

For each year from 1990 to 2009, we searched &lishof the top 25 journals (based on
publication count) that published HPEVEc, EvEc,dfn Ec papers. We then assigned each
journal with their respective ISI annual Impact téas. For each journal and for each year
within each topic we also calculated a “Weightetl W _IF) which takes into account the
number of publications per journal. To do so, wadid the IF by the total number of papers
for each journal for each year and then averageddhults. We then compared the Impact
factor (IF) and the Weighted IF (W_IF) growth amdngics, over the study period, using a
separate slope model with “topic” as the categbpecadictor and “year of publication” and

“decade” as continuous predictors.

5. Statistical analyses
All statistical procedures were done using Statks8.0 (Statsoft 2007).

Results

The total number of publications obtained was 6,8&2293, 57,519, 15,117 for HPEVECc,
EVEc, Ec and Ev respectively. In 1990 and 2009etlveere 116 and 699 HPEVECc indexed
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articles respectively indicating a 502% growth mmaal publication over the 20-year time
period. Over the same time period EVEc grew 946€4118% and Ev 255%.

1. Growth rate comparison and type of growth

HPEVEc indexed articles grew by an average of 26.8ach year over the study period
(1990-2009) in comparison to the other fields dblmation investigated (12.43%, 7.27% and
10.76% for EVEc, Ec and Ev, respectivelyle analysis also detected a significant interactio
between decade and growth rate. For the 1990s, ENlPgrowth was significantly higher than
the other fields (17.03% vs 9.94%, 3.40% and 10.76e4EvEc, Ec and Ev, respectively;
H=10.45, p=0.01p For the 2000s, the difference in growth rate betwéelds was not
significant (H1.576, p =0.665) but the respectivevgh rate of evolutionary ecology fields
(including HP) was still higher than individual lis (HpEVEC = 15.48%, EVEc = 15.83%, Ec
=11.78%, and Ev =10.67%).

The distribution of HPEVEc publication counts appeato fit an exponential growth
2
curve rather than a linear growth curve (exponégtiawth: R = 0.9005, p <0.0001, linear

growth: R2 = 0.7815, p <0.0001; Fig 1). The exponential gloadrve explained 90% of the
variance in HPEVEC publications over the 20-yemretiperiod, while the linear equation
explained 78.15%. Furthermore, the AIC goodneshittést identified the exponential model
as the best fit to describe the data (exponentadiah AIC= 16.48, linear model: AIC=
388.68). We also observed that EVEc, Ec, and Ewttroatesfollowed an exponential pattern
(R% 0.897; 0.715; 0.991 for EVEc, Ec, and Ev, respelt ; p<0.0001 in all cases) which was
confirmed by AIC scores to be the most relevant ehditting each fields’ growth rate. When
partitioning the growth dynamic for each decadé¢hefstudy period, we observed that for all
fields but Ev, the 2000s period was the most prodeTable 1), with a clear exponential
growth for HPEVEc especially. Interestingly for tlH®90s, Ec and Ev were in great
contrast:Ev increased exponentially while Ec wa®lyagrowing. The separate slope model
confirms the significance of the differences memeio (Field*Year: X = 1224.2, p < 0.001;
Field*Decade: X = 852, p < 0.0093; Topic: %= 3.913, p = 0.271031).
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Fig. 1. Trends in annual growth rate for indexed artiateA. HPEVECc, B. EVEc, C. Ec and D. Ev.

Table 1.Summary of adjusted?Aitting exponential/linear growth by decade. Degref significance are * for
p<0.05, ** for p <0.005 and *** for p<0.0005, NSnot significant

Field 1990s 2000s

HPEVEC 0.558/0.5386 0.97837/0.9692"
EVEc 0.7841/0.7854 0.96457/0.913"

Ec 0.2391%/0.2402"¢ 0.9186 7 /0.8546"
Ev 0.99137/0.9772" 0.9387/0.881"
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2. Fluctuations in journal selection over time

The total number of unique journals (journals apipgeevery year are only counted once)
over the twenty year period was 223, with an awerafj2.54 HPEvVEc-related papers per
journal per year. We applied Bradford’s Law of seaing to the data related to HPEVECc, and
divided the output frequency of ranked journal itiicee groups representing approximately
1/3 of the 6002 articles published over the studyiqad. Only 4 journals (Evolution,
Molecular Ecology, the American Naturalist and Jaliof Evolutionary Biology)represented
one third (2000) of the total published HPEVEc c8. In comparison, 22 and 197

represented the tier two and three (Table 2).

Table 2 Results of Bradford’s Law of scattering for thetarelated to HPEVEc published papers.

Field Journals Articles Cumulative total

Top 4/1.80% 2000/33.32% 2000
Middle 22/9.86% 2012/33.52% 4012
Bottom 197/88.34% 1990/33.15% 6002
Total 223/100% 6002/100% 6002

The number of journal publishing HPEVEC papersdased over the study period from 54
in 1990 to 273 in 2009 (Fig. 2). The top five joals in 2009 ranked by citation count were
Infection Genetics and Evolution (19), Proceedimjsthe Royal Society of London B
(PROCS-B) and Molecular Ecology (17), PLoSOne (463 American Naturalist (15; Table
3). These journals were particularly devoted tolighing evolutionary biology and ecology
related work. We also identified only two journglgblishing five or more HPEVEC indexed
articles in 1990, while in 2009 there were 31. Alsgthin the 25 top journals (based on
publication counts) in 1990, seven of them focuseetifically on parasitology (International
Journal for Parasitology, Journal of Parasitoldggrasitology, Parasitology Today, Annales
de Parasitologie Humaine, Parazitologiya and PRathology), while in 2009 only two of

them were specifically focused on parasitology &Biéwlogy and Virus Research).
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Fig 2. Trends in HPEVEC publication output over the stpdyiod by numbers of articles and number of jolsrna
which publish HPEVEC articles.

Table 3.Number of HpEVEC papers by journal and the pesggnbf the total number of papers published in
2009 (n=699)

# of HPEVEC

Source Title
papers

INFECTION GENETICS AND EVOLUTION 19 (2.72%)
MOLECULAR ECOLOGY 17 (2.43%)
PROCEEDINGS OF THE ROYAL SOCIETY B-BIOLOGICAL SCIENES 17 (2.43%)
PL0S ONE 16 (2.29%)
AMERICAN NATURALIST 15 (2.15%)
BMC EVOLUTIONARY BIOLOGY 13 (1.86%)
EVOLUTION 13 (1.86%)
ECOLOGY 11 (1.57%)
PROCEEDINGS OF THE NATIONAL ACADEMY OF SCIENCES OHE UNITED STATES OF .
AMERICA 11 (L57%)
BIOLOGICAL JOURNAL OF THE LINNEAN SOCIETY 9 (1.29%)
EVOLUTIONARY APPLICATIONS 8 (1.14%)
JOURNAL OF EVOLUTIONARY BIOLOGY 8 (1.14%)
NATURWISSENSCHAFTEN 8 (1.14%)
BEHAVIORAL ECOLOGY 7 (1.00%)
CURRENT BIOLOGY 7 (1.00%)
ISME JOURNAL 7 (1.00%)
JOURNAL OF THEORETICAL BIOLOGY 7 (1.00%)
PARASITOLOGY 7 (1.00%)
PHILOSOPHICAL TRANSACTIONS OF THE ROYAL SOCIETY BiBLOGICAL SCIENCES 7 (1.00%)
SCIENCE 7 (1.00%)
VIRUS RESEARCH 7 (1.00%)
BMC GENOMICS 6 (0.86%)
FARMING HUMAN PATHOGENS: ECOLOGICAL RESILIENCE ANEVOLUTIONARY PROCESS 6 (0.86%)
TRENDS IN ECOLOGY & EVOLUTION 6 (0.86%)
ANNUAL REVIEW OF ECOLOGY EVOLUTION AND SYSTEMATICS 5 (0.72%)
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A comparison between 1990 and 2009 of the ratidooument types published in each of
the fields showed that in 1990, an average of 84.62 all work in all fields, was published
as research articles and only 5.83% were review8009, this ratio slightly decreased with
77.91% published as research articles vs. 8.77%\asws. For both years, HPEVEc was
characterized by the highest ratio of reviews &eagch articles in comparison to the other
fields with 8.62% of all published work in 1990 éagst 6.11%, 1.71% and 6.90% for EVECc,
Ec, and Ev, respectively) and14.14% of all publisinork in 2009 (against 9.15%, 2.65%
and 9.15% for EVEc, Ec, and Ev, respectively).

A 7.00

oEc 0OEcCEv & HPECEv o< Ev

6.00

5.00

4.00

IF

3.00

2.00

1.00

0.00
1991 1993 1995 1997 1999 2001 2003 2005 2007 2009

0.25
oEc oOEvVEc aHPEVEC o<Ev

0.20 a

o
o .

0.05 --""o

0.00
1991 1993 1995 1997 1999 2001 2003 2005 2007 2009

Fig. 3. Trends in A. annual Impact Factors (IF), and Bighled Impact Factors (W_IF) growth for
each topic area over the 1990-2009 period.
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3. Impact factor

Impact factors (IF) were identified for the 25 tgpurnals (based on the number of
publications) publishing HPEVECc research for eaelryof the study period. In 1990, the
impact factor (IF) was 1.50, showing little increaduring the first decade (2.12 in 2000).
After 2000, we observed a continuous increase f2al2 up to 5.34 in 2009. From 1990 to
2009, the impact factor of journals publishing HEE\studies grew by 256%. In comparison,
Ec, Ev and EVEv articles were published in jourrthl were characterized by significantly
smaller growth in their impact factors (180.8%, B84, and 173.7%, respectively; separate
slope model, “topic *year”: X= 668.3, p < 0.001; “topic*decade™:*>X 623.52, p < 0.001;
Fig. 3). Slightly different trends were observed tbe weighed impact factor (W_IF).
HPEVEc overall W_IF was significantly higher thaor the other fields except Ev (0.072,
0.13, 0.104 and 0.135 for EC, Ev, EcEv, and HPEv&apectively; X = 11.05, p = 0.01; Fig.
3) but its growth rate was similar to that of Edaslightly lower than that of EVEc (154.7,
26.33, 179.13 and 152.67, respectively for Ec, BvEc and HPEVEc; X= 105.76, p <
0.001; Fig. 3).

Table 4. Number of HPEVEC articles published in high imgfactor (IF) journals (IF-15) per year.

Year Journals (IF) # of articles Of total # Ratio (%)

2008 NATURE (31.43) 5 638 0.78
2007 NATURE (28.75) 5 612 1.63
NATURE Rev. microbio. (14.9) 5
2006 NATURE (26.68) 4 536 0.75
2005 NATURE (29.27) 4 399 1.01
2004 none 0 368 0
2003 NATURE (30.97) 3 299 1
2002 SCIENCE (26.68) 3 241 1.24
2001 SCIENCE (26.58) 5 200 25
2000 none 0 173 0
Total 34 3466 0.98
1999 NATURE (29.49) 5 197 254
1998 none 0 146 0
1997 none 0 135 0
1996 none 0 163 0
1995 NATURE (27.07) 4 139 2.88
1994 none 0 124 0
1993 none 0 122 0
1992 none 0 111 0
1991 none 0 130 0
1990 none 0 116 0
Total 9 1383 0.65

In parallel we were also interested in documentihgny journal among the 25 top ones
would fit into the category of very high impact facwith an impact factors higher than 15.
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We observed that such journals were mostly reptedeay the generalist publications, Nature
and Science which had impact factors above 25. Weead that there was a tendency
between 2000 and 2009 for an increase in the nummbétPEVEC publications in these

journals with 34 papers published (0.98 % of thtaltoumber of articles). In contrast, only 9
HPEVECc papers were published (0.65 % of the tatatber of articles) in Nature and Science
during the previous decade (Table 4).

Discussion

1. Topics’ growth over time

Over the past 20 years, the specific field of Heatasite Evolutionary Ecology research
(HPEVEC) was characterized by a higher average aangnowth rate in publications than
Evolutionary Ecology (EVEc), Ecology (Ec), and Bwwbnary biology (Ev). This suggests
that HP investigators tend to increasingly includecombination of ecological and
evolutionary concepts in their studies. This sufgpdhne relevance of the HP system for
concerted investigations involving both evolutionand ecological theory. In other words
“host-parasite investigations evolved from a basid descriptive approach to the nowadays
very conceptual discipline shaped by evolutionarglegy” (Poulin 2007). We also observed
a change in the relative growth rate differencasugh time. During the 1990s, HPEVEC
publication growth rate was the highest of all d&linvestigated. During the 2000s, this
difference was no longer observed as both evolatisecology fields (HPEVEc and EVEC)
were characterized by similar growth rates, altsgs higher than the only ecology and only
evolution fields (Ev and Ec). Three trends wererdf@e apparent. First, all fields but Ev
showed a growth rate increase between the 1990thar2D00s. Second, there was an initial
tendency for HP investigations to incorporate etrohary and ecological concepts to a
greater extent than actual EVEc and the other sfieldggesting the appropriateness and
relevance of HP systems in encouraging the use obth lecological and evolutionary
frameworks. Third, the absence of significant ddfeces in growth rate over the last decade
suggests that the leadership and relevance ofaheeptual direction took by HP research a
decade earlier.

Additionally, HPEVECc had the highest growth ratehia 90s but with noticeable variability
from year to year. In the 2000s this field stiitieased but in a more stable fashion, resulting
in a better fit to growth curves. The same dynawas observed for EVEc but with a lower

average AGR. With regard to Ec, the low fit to eftla linear or an exponential growth curve
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in the 90s may be explained by the low average ABBerved and the high variability of
AGR scores from year to year. The growth rate s field increased significantly in the
2000s, potentially explaining the better fit to #gonential curve. With regard to Ev, it had
the second highest average AGR in the 90s and hascterized by a clear increase during
this period resulting in a good fit to the exporngnand linear growth curve. In the 2000s
however, there was almost no increase of the aged&R for Ev resulting in a poorer fit to
the growth curves. These observations may inditete EVEc, Ev and particularly HPEVEC

have been rapidly growing fields of research.

2. Fluctuations in journal selection over time

The important increase in the number of journalsliphing HPEVEC research illustrates
the overall popularity of investigating HP systemsng a combination of ecological and
evolutionary concepts. The increasing range of nals publishing articles in the field
supports the idea of a diversification of publioatitargets in HPEVEc with more ecology
or/and evolutionarily-oriented journals.

An increase in the relevance of the field of HPEwEevident by a 15-fold increase in the
number of journals having at least five HPEVEC mations per year over the last 20 years.
For an increasing number of journals, inclusion WPEVEC articles reflects a real
commitment towards the investigation of HP systewithin an evolutionary ecology
framework. The tendency of more journals with a asptual, rather than descriptive,
orientation publishing HPEVEC articles, as représey the Bradford’s law®ltier journals
(Evolution, Molecular Ecology, the American Natisal and Journal of Evolutionary
Biology), also emphasizes the maturation procéstPoevolutionary ecology where theories
are challenged and actively updated. At the same,twe noted that both evolutionary
ecology and evolutionary biology alone stimulateduction of an important volume of
conceptual reviews and syntheses. This may beadaedcognition of the part of the research
community to provide sound and highly-documentegbties in these fields. Interestingly,
HPEVEC as a particular field within evolutionargegy theory is characterized by an even
greater proportion of reviews suggesting a highemand for conceptual reflection and

synthesis.
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3. Impact factor

Impact factors have long been used as a proxydampal excellence and to estimate
author research quality. However this metric hasrmobeen used too reductively (Amin and
Mabe 2000). Many subjective aspects emerge frorulzdkd impact factors that may bias
the community opinion on a given journal. It is esgary to address the fact that generalist
and theoretical journals most often present higlverage impact factors than specialized or
applied journals, although this difference is neflacted in the overall scientific disparities
between those journal categories. Furthermorejntipact factor should not be used without
careful attention to the many phenomena that infteecitation rates, as for example the
average number of references cited in the avendiggeg Amin and Mabe 2000). With this in
mind, our results suggest a steadily growing viigyhibreadth and attention to HPEVEC
articles over the last 20 years, in significant tcast to the other topics. Additionally, the
overall increase of impact factors observed, paldity during the 2000s, may be explained at
least partially by the recurrent appearance andirlting effects of very high impact factor
journals such as Science and Nature. Interestirtblg, observation underlines further the
increasing significance of publication in HPEvEcowever, considering the rather stable
number of HPEVEC papers published yearly in Naame Science (4+1), in the 2000s, we
suggest that the constant increase of the calclliat@act factor of journals that publish
HPEVEC is not the result of a few publications grwhigh impact journals but rather the
consequence of an increasing tendency of HPEvitesrto be published in specific journals
with good (but not as high) impact factors (e.golation, Trends in Ecology and Evolution,
American Naturalist, Proceedings of the Royal Sgca London B-Biological Sciences,

etc.).

4. Conclusion

By describing and analyzing the peer-revieweddiigne in the general and specific fields
of Ecology (Ec), Evolutionary biology (Ev), Evolati Ecology (EVEc), and Host-Parasite
Evolutionary Ecology (HPEVEC), our objective waglitmcument conceptual changes that may
have occurred during the last two decades in tlaeeas of research. We compared the
publication count growth rate and type of growtburpal range expansion, impact factor
evolution, and the type of paper (research artigkeseviews) published during the last two
decades in each of these four fields in orderltistilate the current conceptual revolution we

suspected was occuring. More specifically, we wamtehighlight that host-parasite systems
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are particularly relevant to provide evidence afyathesis between evolutionary ecology and
evolution.

We observed an overall tendency for steady grovitpublication count of the fields
under investigation, and particularly so for eve-delds. Our analysis revealed that the
output in HPEVEC is primarily growing across foumednsions: (1) the number of HPEVEc-
indexed articles, (2) the number of journals puidiig work related to HPEVEc, (3) the
quality and visibility of HPEVECc published articléss measured by impact factor), and (4) the
number of reviews vs. research articles publisimethe field. By contrast, the three other
fields that we investigated presented less reméekgbowth in these four dimensions,
particularly with respect to the isolated ecology @volution fields. From these observations
we conclude that during the last two decades thasebeen a growing tendency to use a
combination of ecological and evolutionary conceptgich highlight the developing
synthesis between ecology and evolution. More §ipally, a significant and remarkable
growth rate increase of HPEVEc research outpustitites the overall appropriateness of
using HP systems when considering the merging ofuéen and ecology. Our results also
strongly support the assumption that HPEVEC rebkemrccurrently experiencing a marked
maturation process whereby HP systems are relesandidates to investigate and further
achieve the evolutionary ecology synthesis. Alonthwurrent multidisciplinary trends and
resulting holistic approaches, the current conadptlynamic taken by HPEVEc research
positions itself at the edge of scientific excetleramong the other “ecological” disciplines

and promises exciting discoveries to come.
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