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Abstract. Many animals depend on stable below-the-snow (subnivium) conditions to survive winter
in seasonally cold regions. Freeze-tolerant ectotherms may experience increased ice content and/or
energy expenditure in suboptimal subnivium conditions, with implications for overwinter survival and
body reserves available for spring reproduction. We used a novel mechanistic modeling approach to
explore effects of winter climate on the microclimate conditions, energy expenditure, and ice dynamics
of the freeze-tolerant, subnivium-dwelling wood frog (Lithobates sylvaticus) in the Upper Midwest and
Great Lakes Basin region of the United States. We hypothesized that (1) frogs would experience the
greatest energy cost to survive winter in southern regions of our study area, where air temperatures
are warmer and shallower snow could allow for increased numbers of freeze–thaw cycles, and (2)
frogs would be most vulnerable to lethal freezing in the cold, dry northwest portion of our study
region. We found that total winter energy expenditure changed little with latitude because the effect of
warmer soil temperatures (higher metabolic rates) to the south was offset by a shorter winter duration.
Energy expenditures were greatest in the snowbelts of the Great Lakes, characterized by more persis-
tent snow cover and relatively warm soil temperatures. In contrast, highest ice contents occurred in the
northwest of the study region where air temperatures were coldest and snow was shallow. Thus, it
appears that wood frogs experience a trade-off between risk of lethal ice content and extensive use of
body reserves across geographic space. Simulations showed that interpopulation differences in burrow
depth and cryoprotectant concentration can influence risk of lethal ice content and overuse of body
reserves prior to spring breeding, and those risks vary in relation to winter climate. Our mechanistic
modeling approach is a novel tool for predicting risk and shifting niche space for cold-adapted and
subnivium-dependent species.
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INTRODUCTION

Winter is a period of energetic deficits and
resource limitation, and, therefore, plays a critical

role in the survival, distribution, and evolution of
organisms in seasonal environments (Campbell
et al. 2005, Williams et al. 2015). Many species
overwinter in shallow soil, where the insulating
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effect of snow provides a relatively warm and
stable microclimate—the subnivium—compared
to local air temperature (Campbell et al. 2005,
Pauli et al. 2013, Williams et al. 2015, O’Connor
and Rittenhouse 2016). Among species that over-
winter in the subnivium, amphibians appear to be
particularly dependent on stable temperatures
due to the tight coupling between soil tempera-
tures and metabolic rates and the relatively lim-
ited dispersal capacity of many species (Smith
and Green 2005). Amphibians, as well as other
ectotherms, exposed to freezing conditions must
either avoid freezing through supercooling or tol-
erate freezing through adaptations that regulate
ice formation in their tissues (Hillman 2009, Cost-
anzo and Lee 2013). In the wild, freeze-tolerant
species may experience energetically expensive
freeze–thaw cycles and fluctuating risk of mortal-
ity due to deteriorating subnivium conditions and
exposure to extreme cold (Sinclair et al. 2013).

Wood frogs (Lithobates sylvaticus) are a freeze-
tolerant, subnivium-dwelling amphibian ranging
from Alaska, USA, to the southern Appalachian
Mountains (Dodd 2013). They overwinter in
shallow forest soils, beneath leaf litter and debris
(Regosin et al. 2003, Baldwin et al. 2006, Dodd
2013, Groff et al. 2016). Like many freeze-tolerant
species, wood frogs can survive freezing of up to
approximately two-thirds of their body water
(Layne Jr. and Lee Jr. 1987, Costanzo and Lee
2013) and rely on colligative cryoprotectants
(glucose and urea) to prevent intracellular ice for-
mation and dehydration (Storey and Storey 1984,
Costanzo and Lee 2005). Northern populations
reach lethal ice content at lower body tempera-
tures than their southern conspecifics due to
higher cryoprotectant concentrations (Costanzo
et al. 2013, Larson et al. 2014). There is likely a
genetic component to these interpopulation
differences, as opposed to simply acclimation to
different temperatures. Costanzo et al. (2013)
found that wood frogs from Alaska and Ohio
showed significantly different cryoprotectant
responses to the same freezing regime when
acclimated to the same conditions for the prior
eight weeks. Wood frog survival in colder
regions may be further enhanced by burrowing
deeper into soil, for example, 3–13 cm below the
leaf litter in Alaska (Larson et al. 2014) and
Maine (Groff et al. 2016) vs. 3 cm or shallower in
Connecticut (O’Connor and Rittenhouse 2016).

Like many freeze-tolerant species, wood frogs
do not eat during the winter due to risk of ice
nucleation in the gut (Costanzo et al. 2013).
Wood frogs also do not eat before breeding,
likely due to the absence of insect prey and an
inability to digest food in the cold temperatures
of early spring (Wells and Bevier 1997, Sinclair
et al. 2013). Energy for breeding is consequently
dependent on remnants of body reserves
acquired in fall (i.e., they are capital breeders;
Doughty and Shine 1997), and the survival and
reproductive success of wood frogs may be clo-
sely tied to climate-influenced winter energy
requirements (Reading 2007, Benard 2015). Total
energy required to survive the winter increases
with winter length and body (soil) temperatures.
Wood frogs also incur energy costs (termed
threshold costs) with each freeze–thaw cycle,
which can have a significant impact on body
reserve use (Sinclair et al. 2013). Threshold
energy costs are increases in energy expenditure
above that predicted by body temperature, and
they occur at three points during a freeze–thaw
cycle: shortly before the ice formation, at the
beginning of ice formation, and immediately fol-
lowing thaw (Sinclair et al. 2013). These
increases in metabolic rate are likely related to
physiology preparation for and recovery from
freezing (Sinclair et al. 2013). In the future,
wood frogs may incur additional energy costs
due to increased numbers of freeze–thaw cycles
and soil warming, or increased risk of reaching
lethal ice content due to reduced snow insula-
tion during extreme cold events (Brown and
DeGaetano 2011, Sinclair et al. 2013, Williams
et al. 2015).
Modeling winter physiology for ectotherms

over geographic scales is challenging but critical
for quantifying species range limits, predicting
range shifts, and identifying populations most
sensitive to environmental change. The inclusion
of seasonal snowpack in soil temperature calcu-
lations is crucial to understanding the physiology
of ectotherms wintering in the soil but has not
been incorporated into landscape-level models of
freeze-tolerant animals. While previous papers
have modeled the effects of snow on soil temper-
atures, soil carbon dynamics, and watershed
hydrology (Brown and DeGaetano 2011, Kumar
et al. 2013, Lyu and Zhuang 2018), none have
modeled spatial variability in snowpack and
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subnivium temperatures and tied it to conse-
quences for an animal species.

In this study, we focused on wood frogs in the
Upper Midwest and Great Lakes Basin (hereafter
UM/GLB) region of the United States under
contemporary climate conditions. The UM/GLB
study region (Fig. 1) is characterized by low
(<0°C) winter air temperatures, particularly in
the northwest (Andresen et al. 2014). Snow cover
mediates air temperature effects on soil tempera-
tures (Zhang 2005, Thompson et al. 2018), and
normal annual snowfall generally increases from
south to north, although it declines in the far
west (western Minnesota; Andresen et al. 2014).
The Great Lakes also have an important effect by

creating downwind (south and east) lake effect
regions with both milder winter air temperatures
and persistent, deep snow cover (Andresen et al.
2014).
Our goal was to identify areas in the study

region where overwintering frogs experienced
the highest energy requirements and increased
likelihood of lethal ice content (>0.67% body
water frozen) during winter. We hypothesized
that frogs would (1) experience the greatest
energy cost in southern regions, where air tem-
peratures are warmer and shallower snow could
allow for increased numbers of freeze–thaw
cycles, and (2) be most vulnerable to lethal freez-
ing in the northwest portion of our study region

Fig. 1. Study area over which wintering wood frogs were simulated (the Upper Midwest and Great Lakes
Landscape Conservation Cooperative) and (inset map) nine field sites in deciduous forest, coniferous forest, or
open land cover where weather data were collected to test the microclimate model. An open site and a deciduous
site were placed ~500 m apart in Upper Michigan.
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characterized by cold air temperatures and low
snow cover.

METHODS

Model description
Our models are part of the Niche Mapper/

NicheMapR (Porter and Mitchell 2006, Kearney
and Porter 2017) program suite. The program
suite consists of an animal heat-and-mass balance
model coupled to a microclimate model, allowing
for simulation of animals across geographic
space. For this study, we expanded the animal
model to simulate transient ice formation and
thaw in burrowing ectotherms, alongwith thresh-
old costs and body reserve (glycogen/lipid) use.

Microclimate model description
We used a modified (Appendix S1) version of

the source code for the R (R Core Team 2016)
package NicheMapR, version 1.1.3 (Kearney and
Porter 2017) to simulate microclimates. The
microclimate model is described in detail else-
where (Kearney and Porter 2017). In short, the
model uses physics- and meteorology-based
equations to simulate the hourly microclimate
conditions that an animal experiences at its local
height or soil depth, given daily minimum and
maximum air temperature, wind speed, humid-
ity, and cloud cover; daily precipitation; and
other landscape metrics (e.g., elevation, slope,
land cover). Vertical heat flow through the soil
and associated temperatures at 10 soil depths
(nodes) are calculated using numerical integra-
tion of one-dimensional differential equations for
a unit surface area of the soil, given properties of
each soil layer. Soil moisture is also computed
based on Campbell’s (1985) infiltration and redis-
tribution algorithm (Kearney and Maino 2018).
The model simulates snow accumulation/melt
and snowpack impacts on soil temperatures by
treating snow as additional layers of substrate
with properties of snow instead of soil.

Microclimate model validation
To validate the microclimate model’s simula-

tions of soil temperatures under snowpack, we
compared simulated soil surface temperatures
for winter 2016–2017 at nine sites across Min-
nesota, Wisconsin, and Upper Michigan (Fig. 1;
Appendix S2) with measured soil temperatures

(Thompson et al. 2018; Appendix S2). Sites were
in three latitudinal bands (north, middle, and
south). Within each band, one site was in decidu-
ous forest, one in coniferous forest, and one in an
open area.
We measured daily minimum and maximum

air temperatures and wind speeds from three clo-
sely spaced (within ~50 m) weather stations from
November (prior to first snowfall at each site) to
April (after final snowmelt at each site) at each
site (Appendix S2). We did not measure snow
density but used measured snow depths to
choose an input value for modeled snow density
(Appendix S2). We obtained daily precipitation
and daily minima/maxima of relative humidity
and cloud cover from the nearest available
weather stations in the NOAA National Climatic
Data Center Climate Data Online portal (https://
www.ncdc.noaa.gov/cdo-web/, Appendix S2). We
also used NOAA station air temperatures and
wind speeds to simulate a spin-up period for the
soil moisture model and days with missing data
due to equipment malfunction (<7% of days at
any site; Appendix S2). We adjusted wind speeds
for height and forest cover (Appendix S2).
We used generic soil thermal properties from

Kearney et al. (2014), including a 5-cm organic cap
(O-horizon; Appendix S2). Previous studies have
found these values accurately simulate soil temper-
ature profiles at a variety of sites (Kearney et al.
2014). We used literature values of thermal proper-
ties to simulate a 5-cm leaf litter layer above the
organic cap (Appendix S2). For each site, we used
the local soil type’s typical soil texture profile from
the National Cooperative Soil Survey (Soil Survey
Staff 2017) to parameterize the model with depth-
specific hydraulic properties for the soil moisture
sub-model (Appendix S2). We obtained site eleva-
tions (Appendix S2) from Google Earth Pro (ver-
sion 7.3.1, Google LLC, Palo Alto, California,
USA) and simulated all sites as flat (no slope).
Modeled and measured hourly soil tempera-

tures from the snow season (snow depth ≥1 cm)
were compared using root mean square devia-
tion (RMSD), normalized root mean square devi-
ation (nRMSD, normalized to the range in
measured temperature values), and the coeffi-
cient of determination (r2) and correlation coeffi-
cient (r) from a simple linear regression (Kearney
et al. 2014, Kearney and Maino 2018). Validation
results are shown in Results section below.
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Ectotherm model description
The ectotherm model calculates the core tem-

perature of an animal on an hourly basis by solv-
ing a heat balance equation between the animal
and its environment, given microclimate condi-
tions and information pertaining to the animal’s
morphology, physiology, and behavior (Beckman
et al. 1973, Tracy 1976, Porter and Mitchell 2006).
It has previously been used to model aspects of
ectotherm physiology that influence amphibian
and reptile distribution and movements (Tracy
1976, Kearney et al. 2008, Kearney 2012, Huang
et al. 2014, Dudley et al. 2016). For this study,
we expanded the ectotherm model to simulate
transient ice formation and thaw in burrowing
ectotherms, along with threshold costs and body
reserve (glycogen/lipid) use. We first describe
the modeled timing of frogs’ hibernaculum use
and then describe how energy expenditure,
body reserve use, and ice content are modeled in
hibernacula.

Modeled frogs’ use of hibernacula.—We simulated
wood frogs for a full year (starting in July) and
extracted output from the winter season, which
we defined as the period when frogs were long-
term-restricted to hibernacula. The modeled win-
ter season started during the first hour that the
model frog developed ice in its body or during
the first hour when snowpack occurred on the
ground (whichever came first). The frog
remained in the hibernaculum throughout
freeze–thaw cycles until the spring season. We
defined the spring season as beginning during
the first hour when the following criteria were
met: (1) The frog was completely thawed, (2)
there was no simulated snowpack (i.e., <1 cm
snowpack) on the ground, and (3) the simulation
was past a user-input threshold date. We used
this threshold date to prevent model frog emer-
gence from hibernacula in case of mid-winter
snowmelt or warm spells. We chose a threshold
date corresponding to the first date for which (1)
hibernaculum temperatures were above the
frog’s crystallization temperature and would
remain so for the rest of the simulation, and (2)
there would not be any simulated snowpack on
the ground for the rest of the season.

Modeled heat balance and ice content in
hibernacula.—Frogs were modeled as ellipsoids
with volume equal to the combined volume of the
limbs and torso. We modeled female and male

frogs with average snout-vent lengths of frogs in
southwestern Quebec, Canada (Sagor et al. 1998),
with relative body dimensions based on measure-
ments of preserved specimens (Appendix S3). We
estimated mass (11.6 g female and 8.8 g male)
using a mass–length regression (Werner and
McCune 1979). Appendix S4: Table S1 shows
morphological and physiological parameters used
in solving the heat balance equation.
The ectotherm model calculated frog core tem-

perature and ice content on an hourly basis. Dur-
ing each hour, the frog could change either core
temperature or ice content (percent of body
water frozen). We derived transient equations
describing potential for change in temperature
and ice content during the hour from a transient
heat balance equation incorporating a stored heat
term (Appendix S5). Stored heat was directed to
changing core temperature or ice formation/melt
using two rules. First, ice could form if the frog’s
core temperature was below its crystallization
temperature. For purposes of this study, we
defined the crystallization temperature as equal
to the frog’s equilibrium freezing point, given its
body fluid concentration (as defined in Clausen
and Costanzo 1990), with an adjustment for
bound water content (Appendix S5). That is, we
assumed ice nucleation from the surrounding
soil would inoculate the frog quickly after it
reached its equilibrium freezing point, with
essentially no supercooling. Second, we set a lim-
iting value for forming/melting ice based on the
frog’s core temperature at the beginning of the
hour and its osmolality (Clausen and Costanzo
1990: Eq. 2), with an adjustment for bound water
(Appendix S5). If more ice would form (or melt)
than was possible given the frog’s core tempera-
ture, stored heat was directed to change frog core
temperature rather than ice content.
Core temperature was linked to metabolic rate

via a temperature-VCO2 equation for wood frogs
from Sinclair et al. (2013; Appendix S5). VCO2

was converted to joules given type of body
reserves used to fuel metabolism. We usually
assumed that frogs used glycogen for non-
threshold costs while frozen, fat for non-thresh-
old costs when unfrozen, and glycogen to fuel
threshold costs, following Sinclair et al. (2013).
Body mass-normalized threshold energy costs

(Sinclair et al. 2013) were stored and summed
throughout the winter season with each freeze–
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thaw cycle (Appendix S5). Threshold costs
occurred when frogs cooled below ~1°C body
temperature (the pre-freeze increase), upon ice
nucleation, and upon thawing (reaching 0% ice
content). Use of body reserves (fat and glycogen)
was also stored and summed throughout the
winter season (Appendix S5).

Simulations of frogs across the Midwest
For all landscape-level model runs, we simu-

lated a frog for one winter with daily average
minimum/maximum air temperatures, wind
speeds, cloud over, and humidity conditions from
the past decade (2007–2016) at each of ~450,000
locations with ~800 m spacing across the U.S. por-
tion of the Upper Midwest and Great Lakes Land-
scape Conservation Cooperative (Fig. 1). The
conservation region excludes the Adirondack
Mountains of New York. In this analysis, we
focused on the low-lying areas surrounding the
Great Lakes to avoid strong topographic effects
and better represent the elevational gradients of
our study sites used for microclimate validation.
Canada was omitted because daily-scale gridded
climate data were unavailable. Because wood
frogs overwinter in forested habitat, we restricted
simulations to forested sites (sites falling in decid-
uous, coniferous, shrub/scrub, and woody wet-
land land cover in the 2011 National Land Cover
Database; Homer et al. 2015; Appendix S6). Ele-
vation across the simulated area was obtained
from Shuttle Research Topography Mission grids
at 90-m resolution and resampled to 30-s resolu-
tion (~800 m). Within the range of elevations in
our study area, the input elevation value made lit-
tle difference in model outputs, because site speci-
fic weather data inputs accounted for elevation
(Appendix S9). Slope and aspect of the ground
surface at each point were calculated from eleva-
tion data using ArcGIS.

Daily weather data at each of the locations
were extracted from spatial grids, including daily
minimum and maximum air temperatures from
DAYMET (Thornton et al. 2017), humidity from
PRISM grids (PRISM Climate Group, http://
prism.oregonstate.edu), and wind speeds and
cloud cover from NARR (Mesinger et al. 2006;
Appendix S6). All raster math and extractions
were carried out in R (R Core Team 2016) using
the packages raster (Hijmans 2016), rgdal
(Bivand et al. 2017), and ncdf4 (Pierce 2017).

We primarily used the same soil thermal prop-
erties that we used for single-site microclimate
model tests, including a 5-cm layer of leaf litter
overlaying a 5-cm organic cap. Simulating the
northern deciduous and coniferous sites with
varying soil texture properties (clay, loam,
silt-loam, and sand) indicated that winter soil
temperatures were not very sensitive to the site-
specific soil texture-based properties for clay,
loam, and silt-loam soil types (Appendix S7).
Consequently, we modeled soil texture at all
locations as an intermediate texture, loam, rather
than acquiring site-specific texture profiles for all
locations. Temperatures in sand tended to be ~2–
4°C lower than other soil types and responded
more quickly to fluctuations in above-snow con-
ditions, such that simulated soil temperatures
may overestimate hibernaculum temperatures at
sites with high sand content.
We ran several landscape-scale simulations.

Each time, we changed one input parameter to
bound its potential for variation and assess its
impact on wood frog energy expenditure and ice
content (Table 1). These parameters were frog
size (dimensions and mass), frog hibernaculum
depth, frog cryoprotectant concentration/bound
water content, type of body reserves used by the
frog when not frozen (carbohydrate or lipid),
and precipitation conditions. Simulation 1
(Table 1), which included female-sized frog
(Appendix S4: Table S1), 5 cm burrow depth, use
of lipids as fuel by the frog while not frozen, cry-
oprotectant levels reflective of midwestern frogs,
and precipitation conditions of 2007–2008, was
our default setting.
In Simulation 2, we modeled a male-sized frog

(Appendix S4: Table S1) to assess effects of smal-
ler body size. We simulated a frog with the
female snout-vent length (Appendix S4: Table S1)
and a 100% increase in mass (total mass 23.2 g),
with a corresponding increase in radial dimen-
sions, to assess the effects of the largest potential
body size in Simulation 3.
As our default setting, we assumed frogs used

glycogen for non-threshold costs while frozen,
fat for non-threshold costs when unfrozen, and
glycogen to fuel threshold costs, following Sin-
clair et al. (2013). In Simulation 4, we assumed
glycogen use at all times.
To our knowledge, wood frog hibernaculum

depths have not been reported for our study
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area. Thus, our default frog hibernaculum depth
was below 5 cm of leaf litter based on hibernac-
ula depths reported in Connecticut (maximum of
3 cm below a leaf litter layer <10 cm thick;
O’Connor and Rittenhouse 2016), where winter
air temperatures are similar to the southern part
of our study area. In Simulation 5, we modeled
frogs at a 10 cm depth (below 5 cm of leaf litter
and 5 cm of soil) based on depths reported in
Maine (average 6.8 cm below litter 3.28 cm deep;
Groff et al. 2016), where winter air temperatures
are similar to the northern region of our study
area.

To explore effects of a range of winter precipi-
tation (mm water/d) on the microclimate esti-
mates, we selected winters with the lowest and
highest average cumulative snow water equiva-
lent (SWE) across the cells in our study region
based on DAYMET grids (Appendix S6). We
defaulted to using the minimum SWE year’s pre-
cipitation values (winter 2015–2016) and used
the maximum SWE year’s precipitation (winter
2007–2008) in Simulation 6. Precipitation pat-
terns were regional, such that the maximum
SWE year’s precipitation inputs produced com-
paratively higher average winter snow depths to
the southeast, but lower average winter snow
depths in the northwest of our study region
(Appendix S4: Fig. S1C, D). We defaulted to
using the minimum SWE year’s precipitation val-
ues to simulate a year with relatively low snow-
fall. Due to the computationally intensive nature
of the simulations (with calculations on an
hourly basis), we were unable to simulate wood

frogs for the full range of temperatures across the
ten years (i.e., 1 January 2007 through 31 Decem-
ber 2016). Consequently, we used daily averages
of maximum and minimum temperature values
(i.e., average value for each day of year) for the
past ten years (2007–2016; Appendix S6) to
generate the hourly interpolated values for each
simulation day. Daily normals (as opposed to
monthly normals) were necessary to simulate
day-to-day freeze–thaw cycles for frogs. Soil tem-
peratures are most directly pertinent to winter-
ing frogs and are influenced by a complex
combination of factors, including air tempera-
tures and snow depth. Simulating the individual
years with the warmest and coldest average win-
ter air temperatures may not result in the warm-
est and coldest soil temperatures, but we have
attempted to bound some climatic variation by
running the model with minimum and maxi-
mum precipitation conditions to capture varia-
tion in snow depth.
To our knowledge, winter body fluid concen-

trations for frogs in our study area have not been
measured. However, plasma glucose concentra-
tions of frozen frogs are available from a compa-
rable latitude (Ottawa, Canada; Storey and
Storey 1986). For our default setting, we esti-
mated total plasma osmolality of frozen frogs
(Appendix S4: Table S1), following the methods
of Costanzo et al. (2013: Table 2) for Ohio frogs,
but substituting Ottawa values for glucose
(Storey and Storey 1986). To assess effects of cry-
oprotectant concentration, we recalculated maxi-
mum ice contents for frogs with the high

Table 1. Simulations of frog energetics and ice content across the UM/GLB study region.

Simulation Frog size†
Frog depth below

surface (cm)
Type of body reserves

used by frog while frozen
Cryoprotectant

levels
Precipitation
conditions§

1 Female 5 Lipids Midwest 2015–2016
2 Male 5 Lipids Midwest 2015–2016
3 Large female 5 Lipids Midwest 2015–2016
4 Female 5 Carbohydrates Midwest 2015–2016
5 Female 10 Lipids Midwest 2015–2016
6 Female 5 Lipids Midwest 2007–2008
7‡ Female 5 Lipids Alaska 2015–2016

† See Appendix S4: Table S1 for sex-specific snout-vent lengths and masses. Large females had twice the mass of the regular
female in Appendix S4: Table S1, with a corresponding increase in radial dimensions.

‡ This was not a new simulation but a recalculation of maximum winter ice content based on minimum core temperatures
experienced by frogs in Simulation 1.

§ Daily precipitation (mm/d) extracted from DAYMET grids for July 2 of the first year to July 1 of the second year was used
as model input. 2007–2008 was the winter with the maximum snow water equivalent (SWE) for the study region, while
2015–2016 was the winter with the minimum SWE.
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osmolality and bound water contents of Alaskan
populations (Costanzo et al. 2013), given simu-
lated minimum frog core temperatures in the
Midwest (Simulation 7). We converted model
output to rasters (~800 m resolution) and
assessed geographic patterns using ArcMap
(ArcGIS Desktop 10.5.1; Environmental Systems
Research Institute, Redlands, California, USA).

RESULTS

Microclimate model validation
Root mean square deviation at individual sites

ranged from 2.15°C to 3.83°C, nRMSD ranged
from 8.5% to 15.7%, r2 ranged from 0.23 to
0.54, and r ranged from 0.48 to 0.74 (Table 2,
Fig. 2). Model deviations from measured values
tended toward underestimation of soil surface
temperature in early to mid-winter (error ≤5°C)
and toward predicting stable soil temperatures
later into the season due to predicting snowmelt
events later in the season than measured snow-
melts (Fig. 2; Appendix S2).

Landscape-level simulations
Default conditions (Simulation 1).—The winter

season for model frogs in Simulation 1 (Table 1)
began between 28 October and 18 December and

ended between 11 March and 28 May
(Appendix S4: Fig. S3). The start of the modeled
winter season was triggered by the first occur-
rence of snowpack at 59% of sites and by an ini-
tial freeze–thaw cycle at 41% of sites (77% of sites
where frogs froze).
Total winter energy expenditure varied widely

across the study region, with maximum values
~4 times as large as minimum values (5242–
19,630 J/winter; Fig. 3A; see Appendix S4:
Fig. S4 for sample hourly metabolic rates and
core temperatures). Geographic differences in
winter energy expenditure were primarily due to
winter length (longer winters equal more energy
required) and warmer soil temperatures (warmer
soil temperatures produced higher frog body
temperatures and consequently higher metabolic
rates). We mapped both winter length (Fig. 3C)
and daily average metabolic rate (directly related
to winter soil temperatures; Fig. 3B) to visualize
these separate effects.
Outside of lake effect areas, total winter energy

expenditure decreased in southern regions
(Fig. 3A) due to a shorter winter season. The
decline in total energy expenditure was relatively
small, however, because although the winter sea-
son shortened, soil temperatures were warmer
from north to south (Fig. 3C), soil temperatures
warmed from north to south (metabolic rates
grew higher; Fig. 3B). Consequently, warmer soil
temperatures partially dampened the effects of
shorter winter seasons on total winter energy
expenditure.
In several lake effect regions, total winter

energy expenditure was higher compared to non-
lake effect regions of the same latitude (Fig. 3A).
The overall highest values of total energy expen-
diture in our study area occurred on Upper Michi-
gan’s Keweenaw Peninsula, in northwestern
Lower Michigan, and in the northern lakeshores
of Lakes Ontario and Erie (Fig. 3A). High energy
expenditure along the southern shore of Lake
Superior and in northwestern Lower Michigan
(Fig. 3A) was associated with a combination of
warmer soil temperatures (higher metabolic rates;
Fig. 3B) and long winters (Fig. 3C). Long winters
were associated with deeper snow (Appendix S4:
Fig. S1C), whereas soil warmth was associated
with deep snow and mild air temperatures typical
of lakeshore areas (Appendix S4: Fig. S1A–C). For
example, in Lower Michigan, warm soil

Table 2. Root mean square deviation (RMSD), normal-
ized root mean square deviation (nRMSD), coeffi-
cient of determination (r2), and correlation
coefficient (r) comparing hourly modeled vs. mea-
sured soil surface temperatures at nine field sites in
the midwestern United States, and average values
(Avg.) across sites.

Site RMSD nRMSD r2 r

N/con 3.28 0.10 0.49 0.60
N/dec 2.96 0.09 0.37 0.70
N/open 3.83 0.10 0.23 0.74
M/con 2.15 0.09 0.33 0.57
M/dec 3.73 0.16 0.54 0.61
M/open 3.41 0.10 0.48 0.60
S/con 3.34 0.11 0.37 0.48
S/dec 2.44 0.11 0.36 0.61
S/open 3.17 0.11 0.37 0.69
Avg. 3.14 0.11 0.39 0.62

Note: Sites were distributed across three latitudinal bands
(north, N; middle, M; and south, S) and three cover types
(dec, deciduous forest; con, coniferous forest; and open).
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temperatures associated with high metabolic rates
along the entire coast of Lake Michigan (Fig. 3B),
but the highest winter energy expenditures
occurred in the north where winter length was
also long. In the northern lakeshore regions of
Lakes Ontario and Erie, high energy expenditures
occurred due to warm soil temperatures (which
occurred throughout the southeastern region due
to warm air temperatures; Appendix S4: Fig. S1A,
B) and long winters in localized regions with dee-
per snow (Appendix S4: Fig. S1C).

Other notable local patterns included a region
of particularly low total energy expenditure in
northwestern Minnesota (Fig. 3A) associated
with cold soil temperatures and low metabolic
rates (Fig. 3B). Cold soil temperatures were

associated with shallow snow depths
(Appendix S4: Fig. S1C), which are typical of
northwestern Minnesota, combined with the
broader regional pattern of cold air temperatures
at northern latitude (Appendix S4: Fig. S1A, B).
Winter energy expenditure increased to the east
toward Lake Superior (Fig. 3A) and was associ-
ated with increased snow precipitation.
Frogs froze at most sites in northern Minnesota

and Wisconsin (Fig. 3D). The highest ice contents
occurred in northwestern Minnesota, where shal-
low snow depths combined with low air and
below-the-snow temperatures. Ice content reached
lethal levels (>67% body water frozen) in a small
number of locations, with a maximum value of
69.4% body water frozen. Frog core temperatures

Fig. 2. Measured and model-simulated snow depths and soil surface temperatures for winter 2016–2017 at
two of the nine study sites in the midwestern United States. These sites had the lowest (A) and highest (B) root
mean square deviation between modeled and measured soil surface temperatures. Site A was in a mid-latitude
band with coniferous forest cover. Site B was in the northern latitude band with open forest cover. Appendix S4:
Fig. S1 shows results from all nine sites. Air temperatures were measured at 2 m above the ground surface.
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Fig. 3. Modeled (A) total winter energy expenditure (J/winter), (B) daily average winter metabolic rates (J/d),
(C) total winter length (d), and (D) maximum ice content (percentage of total body water mass) for a female
wood frog in the Upper Midwest and Great Lakes Basin, USA. Inset in panel (D) shows small region where
model frogs reached approximate lethal ice content (>67%). Winter refers to the period when frogs are restricted
to hibernacula due to ice content in body or existence of snowpack.
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did not drop low enough for ice to form through-
out most of the southern and eastern areas of our
study region under the averaged weather condi-
tions. Warm air temperatures and high snow
depths along the southern shore of Lake Supe-
rior, along with warming air temperatures to the
south and east, formed a boundary around the
core area where frogs froze in Minnesota, Wis-
consin, and the Upper Michigan. Overall, maxi-
mum ice content (Fig. 3D) tended to be higher
where winter energy expenditure (Fig. 3A) was
lower, with both factors being associated with
colder soil temperatures.

Frogs underwent 1–22 freeze–thaw cycles at
locations where they froze (Fig. 4C). Threshold
costs accounted for a relatively small proportion
of total energy expenditure (<5% of total energy
expenditure at 98% of sites where frogs under-
went freeze–thaw cycles, range 0–13% of energy
expenditure; Fig. 4A). At sites where frogs froze,
threshold metabolic rates accounted for <1% to
94% of frog carbohydrate consumption (Fig. 4B);
however, the distribution of these percentages
was right-skewed, with a mean of 22% and a
median of 9% carbohydrate consumption going
to threshold costs.

Per model assumptions, frogs only used car-
bohydrate reserves in regions where they froze
(Fig. 5A). Carbohydrate use ranged up to
0.34 g. Lipid use showed similar spatial pat-
terns to total energy expenditure, ranging from
<0.01 g in regions where frog spent most of the
winter frozen to 0.49 g in lake effect regions
(Fig. 5B).

Non-default conditions (Simulations 2–6).—Rela-
tive geographic patterns in ice content and
energy expenditure remained similar throughout
all additional simulations. Total winter energy
expenditure for male frogs (Simulation 2) was
smaller than for females due to smaller body
size (Appendix S4: Fig. S5G), but energy expen-
diture showed similar geographic patterns
(Appendix S4: Fig. S5A). Similarly, large females
(Simulation 3) had larger total winter energy
expenditures, but similar geographic patterns
(Appendix S4: Fig. S6A). Male frogs and large
female frogs showed similar maximum ice con-
tents to female frogs despite size differences
(Appendix S4: Figs. S5J, S6J). Male values dif-
fered by <3% body water from female values at
98% of sites where there was a change in values

(range of differences �12 to +13.0% of body
water). Large females differed by <3% body
water from smaller female values at 95% of sites
where there was a change in values (range of
differences �16.7 to +12.6% of body water).
Total winter energy expenditure showed simi-

lar geographic patterns when we assumed carbo-
hydrates instead of lipids fueled unfrozen frogs
in Simulation 4 (Appendix S4: Fig. S7A). How-
ever, values were smaller and had a smaller
range (5218–14,800 J/winter), as expected given
the lower energy per unit volume CO2 for carbo-
hydrates. The reductions in metabolic rate had
little impact on frog core temperature and ice
content (Appendix S4: Fig. S7I). Carbohydrate
requirements ranged from 0.30 to 0.84 g/winter
(Appendix S4: Fig. S7E).
When frogs were modeled at 10 cm depth

instead of 5 cm (Simulation 5), relative spatial
patterns in total energy expenditure remained
similar to those at 5 cm depth (Appendix S4:
Fig. S8A), but absolute values increased by as
much as 4617 J/winter (Appendix S4: Fig. S8G),
reflecting the warmer soil temperatures at this
greater depth. Due to warmer soil temperatures,
the area in which frogs underwent freeze–thaw
cycles contracted to include only the area of shal-
low snow depths in northwestern Minnesota
(Appendix S4: Fig. S8D). Maximum ice contents
declined by up to 61.4% (Appendix S4: Fig. S8J),
reaching a region-wide maximum value of only
58% of body water (Appendix S4: Fig. S8D). Car-
bohydrate use consequently occurred over a
smaller range of sites (Appendix S4: Fig. S8E).
Carbohydrate use decreased at many sites
despite region-wide increases in metabolic rate
(Appendix S4: Fig. S8K) because model frogs
spent less time frozen in deeper soil. The maxi-
mum value of carbohydrate use (0.27 g/winter)
was only 79% of the maximum value at 5 cm
depth (0.34 g/winter). However, lipid use
increased by up to 0.25 g/winter in accordance
with increasing winter energy expenditure (max-
imum region-wide lipid use 0.56 g/winter;
Appendix S4: Fig. S8L). Frogs underwent fewer
freeze–thaw cycles at 10 cm depth (up to 8 per
winter), with threshold costs accounting for a
smaller proportion of total energy expenditure
(<4%) and carbohydrate use (range 0–94% of
total energy expenditure, but <5% at 92% of sites
where frogs froze).
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When frogs were modeled under a different
year’s precipitation conditions (Simulation 6),
winter energy expenditures had a larger range
(4119–21,780 J/winter), but geographic patterns
of energy expenditure remained similar
(Appendix S4: Fig. S9A), with highest energy
expenditures still in lake effect zones. The
increased range in energy expenditure values
was associated with decreases in the lowest win-
ter energy expenditures in the northwest, where

snow depth declined under this precipitation
regime, and increases to the south and east,
where snow was deeper under this precipitation
regime (Appendix S4: Fig. S9G). Daily average
energy expenditures changed in a similar geo-
graphic pattern (Appendix S4: Fig. S9H), but
change in winter length was more variable
through space (Appendix S4: Fig. S9I). With the
decrease in snow depth and soil temperatures to
the northwest, frogs froze over a wider area and

Fig. 4. Modeled (A) threshold costs as percentage of total winter energy expenditure, (B) threshold costs as a
percentage of total winter carbohydrate consumption, and (C) number of freeze–thaw cycles for wintering
female wood frogs in the Upper Midwest and Great Lakes Basin, USA.
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maximum frog ice contents increased (maximum
region-wide value 75.6% of body water;
Appendix S4: Fig. S9D, J). As a result, geographic
patterns in carbohydrate use shifted, with use
increasing in some areas due to increased time
spent frozen but decreasing in areas where
reduction in overall energy expenditure offset
the effects of increased freeze time (Appendix S4:
Fig. S9K). Lipid use ranged from <0.01 to 0.54 g
per winter, generally following patterns of
change in total energy expenditure. Frogs under-
went similar numbers of freeze–thaw cycles
(up to 24). Threshold costs rose to slightly larger
proportions of winter energy expenditure (<5%
of total winter energy expenditure at 89% of sites
where frogs froze, range 0–15% of total winter
energy expenditure) and a slightly lower average
percentage of total carbohydrate use (mean 8.5%

of carbohydrate use at sites where frogs froze,
range <1–94% of carbohydrate use).
Maximum ice content that could be reached by

frogs with the cryoprotectant levels of Alaskan
frogs, given our simulated minimum winter frog
core temperatures, is shown in Appendix S4:
Fig. S10. The range over which frogs froze was
reduced, and maximum ice content decreased
from 69.4% to 55.1% (Appendix S4: Fig. S10).
These ice contents were calculated at steady state
from model output rather than simulated as a
transient to reduce computation time and thus
may overestimate ice content at some sites.

DISCUSSION

Our simulation results did not support our
hypothesis that wood frogs would experience

Fig. 5. Modeled mass of (A) carbohydrates(g/winter) and (B) lipids (g/winter) required by wintering female
wood frogs in the midwestern United States.
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increased energetic demands in southern regions
characterized by warmer temperatures and shal-
lower snow cover. Instead, total winter energy
expenditure generally declined with decreasing
latitude due to shortening winter season. (The
change with latitude was small because higher
frog metabolic rates at more southern latitudes
partially offset the effects of shorter winters.)
Energy expenditure was highest in lake effect
snow regions. Increased energy expenditure was
a function of both higher metabolic rates associ-
ated with warmer soil temperatures and longer
winters in lake effect regions. Warmer soil tem-
peratures were associated with deeper snow and
warmer air temperatures (especially daily mini-
mum air temperatures) near the lakes.

We found strong support for our hypothesis
that wood frogs would be most vulnerable to
lethal freezing in the region characterized by cold
air temperatures and low snow cover in north-
western Minnesota. Frogs in northwestern Min-
nesota had the highest simulated ice contents,
with maximum ice content reaching just above
lethal levels (maximum 69.4%) in a few locations.
The northwest was also the region of lowest win-
ter energy requirements, suggesting that wood
frogs may experience a trade-off between risk of
lethal ice content and extensive use of body
reserves in different regions.

Microclimate modeling of the subnivium
The microclimate model predicted winter soil

surface temperatures during the snow season
with RMSD and nRMSD values similar to previ-
ous tests without snow (Kearney et al. 2014).
Where the model erred, it tended to underesti-
mate soil temperature by ≤5°C during early to
mid-winter and predict overly stable soil temper-
atures during late winter due to missed snow-
melt events. In our geographic simulation, this
could lead to overestimation of ice content and
underestimation of metabolic rates in early to
mid-winter. Prediction of high snow depth and
stable soil temperatures for too long into late
winter or spring would keep frog temperatures,
ice content, and metabolic rate less variable and
less dependent on above-snow conditions. Ice
content and energy expenditure could be over-
or under-predicted, depending on patterns in air
temperature. Recent testing and modification of
the snow model (M. Kearney, in preparation) will

improve accuracy of simulated winter soil tem-
peratures in future studies.
In deciduous forests, the model tended to pre-

dict a large, rapid melt event near the date that
real snowmelt was completed, compensating for
missed partial melts when predicting final
snow-off date (Appendix S4: Fig. S2). However,
in coniferous forests, modeled snow remained
on the ground longer than measured snow
(Appendix S4: Fig. S2). Modeled snowpack
remaining for too long could lead to model frogs
remaining in hibernacula for an extended period
in coniferous forests. However, the location-
specific winter end dates in our landscape-scale
simulations (Appendix S4: Fig. S3) matched the
Wisconsin Frog and Toad Survey’s general obser-
vations of Wisconsin wood frog calling phenol-
ogy of late March to early May in Portage
County (mid-latitude Wisconsin), with later
dates to the north and earlier dates to the south
(Paloski et al. 2014), and breeding date ranges
reported in southeastern Michigan (Berven 2009,
Benard 2015).

Modeling wood frog physiology at landscape
scales
Our finding that threshold costs accounted for

a small proportion of total winter energy expen-
diture was similar to the outcome of a previous
modeling study in which threshold costs
accounted for <10% of winter energy expendi-
ture at a comparable latitude (Ottawa, Canada;
Sinclair et al. 2013). However, in our study,
threshold costs tended to account for a smaller
proportion of total carbohydrate consumption
(mean 22%) than they did for frogs in Ottawa
(~60–70%). Threshold costs accounted for smaller
proportions of total carbohydrate consumption
because frogs in our study were often frozen for
a higher proportion of the winter (mean 36% in
this study vs. 6–8% in Sinclair et al. 2013) and
underwent longer freeze–thaw cycles (up to
150 d long), increasing the amount of carbohy-
drates consumed in relation to number of freeze–
thaw cycles. Longer freezes may have occurred
because we used daily air temperatures averaged
across years, which may have varied less than
the daily temperatures from an individual winter
in Sinclair et al. (2013). Sinclair et al. (2013) also
based their model on ground surface tempera-
tures measured below 2–5 cm of leaf litter, where
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temperatures may have been slightly more vari-
able than the consistent 5 cm depth of our simu-
lations.

Our model predicted that frogs lost 0.22–0.49 g
(2–4% body mass) of body reserves (summed fat
and glycogen). These values were smaller than
measured mass loss in a Connecticut population
(average loss 1.42 g; O’Connor and Rittenhouse
2016). Smaller model values are expected because
some of the measured mass loss was likely water
loss (O’Connor and Rittenhouse 2016), and our
results are also comparable to those of an energet-
ics model for wood frogs in Ontario (Sinclair
et al. 2013). Body mass-normalized values (Sin-
clair et al. 2013: Table 3) extrapolate to 0.45–0.49 g
lipids/winter and 0.08–0.10 g carbohydrates/
winter, or 18–20,000 J/winter, for the body mass
assumed in our study (11.6 g female).

Our estimates of body reserve use were high
compared to measured values of fat and liver
glycogen stores in the literature. Costanzo et al.
(2013) measured coelomic fat and liver glycogen
stores in winter-acclimated frogs from Ohio and
Alaska. If the same percent body fat and glyco-
gen is assumed on a per-mass basis, an 11.6 g
frog would contain ~0.01 g fat and 0.10 g glyco-
gen if from Ohio or ~0.002 g fat and 0.34 g glyco-
gen if from Alaska (Appendix S8). In our
simulations, maximum carbohydrate use in the
UM/GLB was similar to the stores estimated
from Alaska frogs, but lipid use was higher than
estimated stores at almost all sites, across simula-
tions. Our results suggest that wood frogs may
burn a mixture of fats and carbohydrates when
unfrozen. Though our simulation assuming car-
bohydrate use at all times predicted carbohy-
drate use higher than estimated values from
Costanzo et al. (2013) across most of the study
region (range 0.30–0.84 g or 3–7% body mass in
carbohydrates per winter), wood frogs store
additional glycogen in the trunk (Wells and Bev-
ier 1997) and leg (Costanzo et al. 2013) muscles.
Future respirometry studies of wood frog freeze–
thaw cycles could measure O2 consumption in
addition to CO2 expiration to explore whether
wood frogs rely more heavily on carbohydrates
than modeling studies have assumed. We also
note that wood frogs may use protein in addition
to lipids to meet their energy needs via aerobic
metabolism between freezes. Though extensive
muscle atrophy may be disadvantageous to

spring breeding activities, proteolysis is impor-
tant in autumn glycogen synthesis and urea
acclimation of Alaskan wood frogs (Costanzo
et al. 2013, 2015). Future studies could measure
size of muscle glycogen and protein stores in
relation to whole body mass to assess potential
contribution to winter survival.
In the absence of these data, and because coe-

lomic fat and liver glycogen reserves have not
yet been measured in wood frogs at our study
latitudes, it is difficult to assess where frogs are
likely to experience energy limitations to survival
or fecundity. However, female wood frog fecun-
dity is negatively associated with winter temper-
atures in southeastern Michigan, suggesting that
warm temperatures may lessen body reserves
available for breeding in this area (Benard 2015).
In our results, frogs throughout much of our
study area (Upper and Lower Michigan, New
York, Pennsylvania, northern Ohio) required
similar or more body reserves in lake effect
regions than in southeastern Michigan. Where
frogs require similar or higher levels of body
reserves than frogs in Benard (2015), soil temper-
atures may similarly influence annual variation
in reproductive rates and contribute to year-to-
year population dynamics. Soil temperature
influence may be particularly high in energeti-
cally expensive lake effect snow regions.
An important caveat for interpretation of our

results is the use of average values for most inter-
annual daily weather conditions (especially air
temperature) as model input, which lessened the
effects of extreme warm and cold events. In par-
ticular, model frogs did not freeze in a large part
of our study area. Our results reflect relative pat-
terns in maximum ice content, but actual maxi-
mum ice contents are likely to be higher
throughout the study region due to the masking
of extreme cold events by our use of average
weather conditions in the model input. We also
note that total winter energy expenditures
accounting for greater variability in soil tempera-
ture may be higher than those in our study due
to Jensen’s inequality (Ruel and Ayres 1999). That
is, higher variation in body temperature around
a given mean temperature over a given period of
time results in higher total energy expenditure.
We recommend that future studies predicting
wood frog energetics and especially ice content
include interannual variability in weather
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conditions. Future studies might focus on smaller
geographic areas, use courser spatial resolution,
or make use of high-throughput computing to
alleviate computational constraints.

Varying input parameters showed that ice con-
tent varied little with frog body size and assump-
tions about lipid vs. carbohydrate fuel. Ice
content did, however, have potential to vary
greatly with annual precipitation patterns (which
influence snow depth), to decrease with increas-
ing hibernaculum depth, and to decrease with
increased cryoprotectant concentration. Variation
in these factors may interact to influence frog
survival. For example, in precipitation conditions
with shallower snow in the northwest, maximum
ice contents reached as high as 75.6%. The lethal
threshold was nearly crossed even at 10 cm
hibernaculum depth under these below-average
precipitation conditions, with ice content reach-
ing 66.9% (data not shown). As such, wood frogs
in the northwest are likely to reach lethal ice con-
tents in some years, even at burrow depths com-
parable to those in Alaska (Larson et al. 2014), if
they have cryoprotectant concentrations similar
to our input values. However, frogs with
cryoprotectant concentrations and bound water
contents measured in Alaskan frogs remained
below lethal ice content. While we do not expect
midwestern frogs to have such high bound water
and cryoprotectant concentrations, a 10% increase
in our assumed input values is enough to keep
maximum ice content below two-thirds even at
5 cm depth.

We also note that frog hibernaculum depth
may vary across our study region. Intra-popula-
tion variation in burrow depth affects wood frog
mortality (O’Connor and Rittenhouse 2016).
Inter- and intra-population variation across our
study region could moderate the trade-off
between risk of lethal ice content (shallower
hibernacula) and higher use of body reserves
(deeper hibernacula), with implications for sur-
vival (insufficient energy reserves for survival or
reduced cryoprotectant concentrations leading to
lethal ice contents) and reproductive success (re-
duced reserves to fuel breeding). For example,
simulated frogs in lake effect zones saved 5–15%
of total winter energy expenditure at 5 cm depth
compared to 10 cm depth, but 5 cm depth may
be lethal for frogs in the northwest portion of the
study area.

This is the first mechanistic model of both
overwintering energy expenditure and transient-
state ice content for a freeze-tolerant ectotherm.
The inclusion of freeze–thaw dynamics (i.e., per-
centage of body water frozen) in the ectotherm
model represents a significant extension of previ-
ous energetics models, incorporating a novel
combination of heat balance and phase change
equations. By concurrently modeling metabolic
rates and ice content, we were able to detect a
trade-off between lethal temperatures and high
energy requirements across geographic space.
The mechanistic nature of the model allowed for
an evaluation of potential population-specific
behaviors (hibernaculum depths, type of body
reserves stored) and physiology (cryoprotectant
concentrations and bound water contents) to
moderate risks and costs in different regions.
Importantly, the mechanistic nature of the micro-
climate model allows the method to be applied
to other regions and time periods. Similarly, the
animal model equations (Appendix S5) could be
parameterized for other freeze-tolerant ectotherm
species in future studies, within the framework
of Niche Mapper or other models.
Our results highlight the importance of consid-

ering the trade-off between warming soil temper-
atures and shortening winter season when
assessing energy expenditure for subnivium-
dependent species at geographic scales. This
trade-off may prove critically important over
time under future climate change projections.
Soil temperatures in the midwestern United
States have been projected to increase, while win-
ter length (first to last day with soil frost) is pro-
jected to decrease (Sinha and Cherkauer 2010). In
the future, temporary or long-term periods of
energetic stress may arise if soil temperatures rise
too quickly in relation to shortening winters. Fur-
ther, our analyses indicated the importance of
considering annual variability in snow precipita-
tion on lethal ice contents, rather than averaging
across years. Annual variability may be particu-
larly relevant as the frequency of extreme weather
events increases in the future (Williams et al.
2015). Finally, burrow depth and cryoprotectant
concentration strongly influenced the risk of
acquiring lethal ice content vs. overusing body
reserves. Consequently, there is strong potential
for influence of behavioral plasticity (e.g., burrow
depth) or physiological traits (e.g., cryoprotectant
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concentration) when assessing the vulnerability of
cold-adapted species to future climate change.
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